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Abstract

Requirements prioritization is performed by business analysts in order to analyze stated requirements
and to define the required capabilities of a potential solution that will fulfill stakeholder needs. During the
analysis, the business analyst transforms needs and informal concerns of stakeholders into formal solution
requirements which describe the behavior of solution components in sufficient detail. Furthermore,
requirements analysis may be performed to develop models of the current state of an organization. These
models can be used in order to validate the solution scope with business and stakeholders, to analyze the
current state of an organization to identify opportunities for improvement, or to assist stakeholders in
understanding that current state.

The requirements prioritization task includes the following elements. First, these are business cases
which state key goals and measures of success for a project or organization. Priorities should be aligned
with those goals and objectives. Business needs can be used as an alternative to the business case if no
business case has been defined. Second, the prioritization requires that these requirements have been stated
by stakeholders. Third, the list of stakeholders, annotated with their levels of authority and influence, is used
to determine which stakeholders need to participate in prioritization.

Asaresult, the several techniques and recommendations stated in the BABOK® Guide have been applied
for requirements prioritization in a case study of a conventional commercial bank. The business needs of
the organization have been identified. The main problems of the communication management process
have been formulated. Underlying sources of the problem have been illustrated on a fishbone diagram (also
known as an Ishikawa or cause-and-effect diagram). The list of stakeholders and the requirements have
been made. The MoSCoW technique has been applied in order to identify four groups of requirements,
which differ from each other by the impact the results of their implementation have on the solution of the
identified problems. The list of prioritized requirements should be used on the next stages of the project. It
may be useful for the project manager when planning works on the solution implementation. The results
of this work should also help the stakeholders develop a common point of view on the strategic goals of the
project.
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Introduction

oth increasing level of competition and current

economic difficulties are forcing the banking

business to move from price-based competition
towards a customer-centric one. More and more bank-
ing institutions are implementing a CRM (Customer
Relationship Management) concept on both operational
and analytical levels. However, the initial complexity and
inconsistency of banking systems cause a number of dif-
ficulties during the implementation of any new module
into the existing IT infrastructure of the organization.

These difficulties are imposed on usual constraints as-
sociated with any project, such as budgetary, temporal,
or qualitative constraints. In this regard, it is not enough
to identify key requirements of the future solution while
planning activities on implementing new modules in the
IT infrastructure. The fulfillment of all the identified re-
quirements is likely to violate one or several project con-
straints. Therefore, a process of requirements prioritiza-
tion is one of the key stages of the requirements analysis
process. Prioritization of requirements ensures that anal-
ysis and implementation efforts focus on the most critical
business requirements [1—6].

The following work provides the results of requirements
prioritization in a case study of a conventional commer-
cial bank. The work objective is to put into practice re-
quirements prioritization techniques which are suggested
in “A Guide to the Business Analysis Body of Knowl-
edge® (BABOK® Guide)”. The object of the study is the
process of customer communication management estab-
lished in the bank. The subject being analyzed is the list of
requirements set by the various divisions of the bank for
the developing communication support system.

1. Determining the reasons preventing
the bank from achieving target sales figures

The leading business activity for the bank being consid-
ered was consumer lending in partnership with large re-
tail chains and small regional companies. Recently a new
strategic development course has been chosen, with the
goal of increasing the loan portfolio by means of diversi-
fying credit products. Since the level of competition in the
market of general purpose loans is high, they decided to en-
ter the market by means of cross-selling. This sales method,
which implies loan offers to existing customers, was chosen
for its relative cheapness and ease of implementation.

Nevertheless, some time after the new strategic devel-
opment course was approved, it became clear that the
hoped-for increase in the amount of general purpose
loans to existing customers could not be fulfilled. In order

to determine possible underlying sources of the problem,
a root cause analysis was performed by graphing a fish-
bone (also known as Ishikawa) diagram (Figure I). This
tool helps to focus on the cause of a problem versus the
solution and organizes ideas for further analysis. The dia-
gram serves as a map depicting possible cause-and-effect
relationships [2].

2. Identification of problems
in setting up communications
with the bank’s clients

Because of the fact that the cross-selling mechanism
is based on continuous communications with the bank’s
customers, the main sources of the problem were dis-
covered in areas of planning and implementing commu-
nications with customers, which in turn stem from the
technical imperfection of the communication manage-
ment system available in the bank.

As part of the cross-selling process established in the
bank, the following mechanism of planning and imple-
menting communications was used. Clients could be
offered a new credit product via e-mail messages, sms
messages, and phone calls.

Because of the intensive growth of the bank’s client
base, as well as the increase in the share of general pur-
pose loans in the overall loan portfolio of the organiza-
tion, the problems of the existing solution for setting up
communications with clients that hampered the further
development of cross-selling became obvious:

4 the inconsistency of the systems used to plan and
implement communications (each of the three types of
communications was supported by separate and unre-
lated systems). At the same time, there was a need to
make a centralized decision to conduct all types of com-
munications in order to consistently develop relations
with the bank’s clients and to harmoniously increase the
client base without distortions to a particular client seg-
ment;

4 the processes of marketing communications man-
agement were automated on a low level. For instance,
employees of departments responsible for different stag-
es of the process often had to manually create files, for-
mat them and put them in the necessary directories;

4 the marketing communication management proc-
esses were not flexible enough to comply with rapidly
changing risk and communication policies of the bank.
Lack of flexibility led to situations where the communi-
cation strategy chosen for a certain customer at the be-
ginning of month did not correspond with the real credit
offer to the customer at the moment of contact.
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Fig.1. The cause-and-effect diagram

All the stated problems along with the new strategic de-
velopment course chosen by the bank top management
established a new business need of the organization. The
need was to obtain a new tool that supports a centralized,
automated, and flexible communications management

3. Identification of stakeholders
for the development of a module to support
processes of interaction with customers

In Table 1, stakeholders of the project to develop a com-
munication process support system are shown. The stake-

process. It was decided to develop a unified information
system for managing client communications which will
completely replace some outdated modules and will also
eliminate restrictions which exist in other modules.

holders’ roles and responsibilities in the process of commu-
nication formation and execution are listed (in parentheses
in the field “Stakeholder” the abbreviations for the names
of divisions are shown to be used in prospect).

Stakeholder ‘

Customer Service
Department (CS)

Cross Sales Management
Department (XS)

Card Portfolio Management
Department (CP)

Remote Sales Management
Department (RS)

Information Security
and Anti-Fraud
Department (AF)

Collection Department (CL)

Table 1.
List of stakeholders
. Level of | Level of
Role in the process interest | influence
The division executes the major part of the direct contacts with customers.
Itis responsible for delivery of both sms and e-mail messages, incoming line support, High High
and outbound call-down. The division is an owner of the Customer Service process
The division forms the list of contacts for further call-down on sales topics. It is responsible
for the upper-level communication strategy and for customer relationships development. High High
The division is an owner of the Cross Sales process
The division is responsible for communication strategy development with the card . .
owners of the bank High Medium
The division is responsible for the development of the Internet and mobile bank. It uses Medium Medium
sms- and e-mail mailing technologies to attract customers to the new remote sales channels
The division is responsible for setting up and sending out validation messages in cases
when the customer performs one of the key actions: product activation, transaction execution, High High
initiating a change of personal data, establishing a personal cabinet in the Internet bank, etc
The division is an owner of the Arrears Collection process Low Low
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In order to better understand the subject area and the
boundaries of the future solution, we interviewed repre-
sentatives of each of the selected stakeholder groups in-
volved in the communication management process [1].
Table 2 provides information on all types of communi-
cations with clients established in the bank. The owners
and executors of the communications are also shown.

4. Functions of the bank
for communication with customers

The communication activities that are established
in the bank can be divided into several groups by their
functions. The primary function of communication with
customers is to offer them a new loan product; thus, the
process of contact with the client is directly related to

achieving the organization’s strategic goal, which is to
increase the share of general purpose loans in the total
loan portfolio of the bank.

The second function of the communication process
with customers is related to maintaining a stronger rela-
tionship with clients who already have an active product
of the bank. Thus, the communication process is aimed
at positively influencing the level of customer loyalty,
which, in its turn, positively affects the company’s fu-
ture earnings. Communications concerning customer
awareness of information security and countering fraud
can also be called as actions aimed at increasing custom-
er loyalty level. Activities aimed at informing clients of
their arrears are considered in this case to be increasing
the level of communications consistency. For instance,

while forming a new message to the client, it is neces-

Table 2.

Types of communication established in the bank

Stakeholder

Channel of
communication

Communication description

- To increase the volume ; g ; ;
_% of card transactions Card Portfolio Management sms, e-mail, call Informing the client of the bonus program
£ Toi ;
S 0 increase the amount Card Portfolio Management, - . .
s of sales Cross Sales Management sms, e-mail, call Informing the client of current offers
3 To |ncregfsga:|r:3es amount Remote Sales Management Internet bank Informing the client of current offers
To raise customer awareness Customer Service sms, call Informing of progress status for the client’s appeal
£ § . Providing information on the current status
§ g—; TO increase the Customer CUStOmer Ser\”Ce Sms, Ca” Of payments at the reqUeSt Of the C”ent
loyalty level
yay Customer Service sms, call Sending a reminder of a planned visit to the office
E § To raise customer awareness Cé[gsiogg?éfMaan”a%geeﬁeen”f’ sms, e-mail Sending transactional status messages
< =
25 To increase the level of pen- o Informing the client of the existence of arrears
I= ; gtration of the Internet bank Remote Sales Management sms, e-mall according to GIS GMS data
£8 To |ncr|e0e;s§t;hﬁa\?glstomer Card Portfolio Management sms, e-mail Informing the client about the card readiness status
£ Information Security sms Notification of client data changes
=
g ) Information Security sms Sending card validation requisites
b7 To improve customer data
3 security level
2 Y Information Security e-mail Sending information letters on countering fraud
< Remote Sales Management, . . o -
@ Information Security sms Sending Internet bank actions validation requisites
- To raise customer awareness Collection sms, call Sending a reminder of payment
S
g ) Informing the client of 5 and 1 days
= ) ) Collection sms, call before reaching the debt
= To issue a warning
k= Collection sms, call Informing the client of existing arrears
S
3 - -
To enforce legislation Collgction sms, call Informing tht% callcegltl gct’t?éjrt] gggﬁfg of the case
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sary to make sure that its content will not contradict the
current status of the client and will not mislead the cus-
tomer. Indirectly, this function of communication with
the client can also be attributed to the group aimed at
increasing customer loyalty.

5. The problems of the bank’s communication
with customers and requirements of stakeholders
for a future solution

The stakeholder requirements for the future solu-
tion are presented in the format of business initiatives,
in which each of the stakeholder groups tried to formu-
late the problems facing the division while performing
communication activities and the requirements for their
solution (7able 3). The problems facing the stakeholder
groups were identified during brainstorming of the divi-
sions’ employees [2].

6. Need to prioritize requirements

In view of the project’s time limits, resource and fi-
nancial limitations of the project, the list of stakeholder
requirements should be systematized, and the relative
importance of each requirement should be determined.
These priorities will be used in order to determine which
requirements should be implemented first during the de-
velopment of the communication process support system.

During the process of prioritizing the requirements
of stakeholders, it was decided to assess the received re-
quirements in terms of the urgency of their implemen-
tation. Since the initiative to develop a new communi-
cation module comes from the business sector, which
is responsible for increasing the share of cross-sales in
the bank’s portfolio, it is necessary to make sure that the
requirements being implemented are primarily aimed
at increasing the amount of general purpose loans and
solve the fundamental problems formulated during the
process of identifying the business need. In this case, the
highest priority of the requirement will mean that this
requirement must be implemented at the earliest pos-
sible stage of the project.

The main problems identified in a communication
management process of the bank (Figure I) boil down to
the technical limitations of the existing communication
support system, which:

<> cause difficulties in the process of forming commu-
nications with customers;

<> complicate the process of implementing planned
communications;

<> reduce the level of customer loyalty level due to ex-
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cessively frequent, contradictory and irrelevant commu-
nications.

It is advisable to assign the highest priority to require-
ments whose implementation contributes to the elimi-
nation of technical imperfections in the communica-
tion support system and makes the existing processes of
forming and implementing communications with cus-
tomers more efficient. Requirements whose implemen-
tation involves adding new functionality to the system or
contributing to the emergence of new types of commu-
nication with customers can be postponed until the next
round of system development.

7. Ranking requirements according
to the MoSCoW methodology

In order to assess the value of the requirements in
terms of their compliance with the main business goals
set for the future solution, the requirements have been
ranked using the MoSCoW (Must, Should, Could, Will
not) analysis technique [2; 3], where:

4 Must — requirements that must be satisfied in the
final solution for the solution to be considered a success.
We consider it mandatory to fulfill the requirement in
case its implementation contributes to increasing the
efficiency of the processes of both forming and imple-
menting communications simultaneously, and also di-
rectly increases the loyalty level of the bank’s clients;

4 Should — high-priority items that should be includ-
ed in the solution if possible. We consider it desirable to
fulfill the requirement in case its implementation con-
tributes to the efficiency of either the formation process,
or the process of implementing communication with the
subsequent increase in the level of customer loyalty;

4 Could — a requirement which is considered desir-
able but not necessary. We consider it desirable but not
necessary to fulfill the requirement in cases when im-
plementation contributes to the efficiency of either the
formation process, or the process of implementing com-
munication;

4+ Won’t or Would (W) — the requirement that stake-
holders have agreed will not be implemented in a given
release, but may be considered for the future. The fulfill-
ment of such requirements does not directly affect the
solution of the priority problems identified in the analy-
sis. The value of implementing them more likely refers
to the expansion of the possibilities of communication
with customers, rather than addressing current problems
in the processes of forming and implementing commu-
nications.
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Table 3.
Stakeholder requirements
Stakeholder Problem Requirement s;:;"lt
Cross Sales The inability to directly put the list of target audience To automate the process of downloading the client database
Management of the campaign into the sms message gateway. As a result, to the gateway directory for sending sms messages, XS1
Department files are transferred manually on a daily basis excluding manual file sharing between XS and CS units
Cross Sales The inability to send e-mail messages over the entire existing | To add an e-mail channel as a full-fledged communication
Management | client database through the existing system due to the techni- channel with the client, and to remove technical XS2
Department cal limitation on the number of messages sent restrictions on the number of message recipients
Cross Sales The existing technical restriction on the speed of sending qorinri]ﬁ{gﬁseetrhﬁoieevsﬁhotfh%eggiiHtg ?Bﬂgi-lugetizagege?
Management e-mail messages (up to 200,000 messages per month) of sendingpboth before the initiati%n of cjommunicgtion XS3
Department which impedes the full use of the communication channel and directly during the dispatch
DS eles To automatically update the stop-list with information
AT The inability to automatically add the client to the stop-list about clients’ refusals to receive e-mail messages. XS4
De a?tment in case he/she refused to receive messages via e-mail To add the new e-mail address to the stop-list in case
p of changing client contact data
Cross Sales The inability to get e-mail delivery statistics (delivered / read / - -
Management target action done), which impedes the full analysis To provide an og?g[t[gg”yrggs%%n%r:tgeellicgfort on the staus XS5
Department of the communication and its further improvement g y
; o ; o To connect the communication module with the CRM
CusDtgmaerEnﬁgQ{lce Thers is no 'mo"?ﬁtt'ﬁg ((;Jlgl\c/lusStg?;ﬁqr Gommtinigatians system in order to provide information on all the CS1
p y communications carried out with the client in online mode
: : ST : To provide an opportunity to centrally form the list of invalid
Customer Service There is no possibility to identify incorrect / nonexistent et -
L ; : contacts, and the possibility to set the rules by which CS2
Department e-mail addresses and phone numbers in the client database contacts fall into the invalid list
DR S The number of communications in which the client To provide an opportunity to control the intensity
e is involved exceeds the acceptable level. The situation leads of the client's participation in communications through CS3
p to a decrease of customer loyalty level all channels
Customer for cTohnirrﬁuargfcgt(i) o%r%?%nafciﬁucrggtlicmeEtse?natsh\?vglljggetthere To track information on budget spent on communications
Service ; e S in online mode, to set up notifications when approaching CS4
Department is no system of alerts / prohibitions on dispatch the threshold value
p in case of budget excess
: There is no possibility to change or stop sending - o : .
Collection ; The ability to change communication with the client online
Department Sms meésﬁ]%egu%%'%%rt.gedga' g&%é@e status in the event of changing its status of debt CL1
Collection There is no detailed information on the type . o I
Department and the source of sms message in existing repors To implement a unified communication reference book CL2
- There are no unified reports on customer communications g - : -
D%m;ertcrtrllgﬂt held within the same campaign but by means Tolog mu|t|-char;nse,}|nc?erncrgrl#]n|§iat:]on actions within CL3
p of different communication channels g paig
Card Portfolio L " P To integrate the communication module being developed
Management The mgl?llmr)(le;%tst%p&% {E:r!st;?tforr?gsniggg gqu'engulgtgggrr to with both CRM (Customer Relationship management) CP1
Department quickly y and RTM (Real Time Marketing) systems
Wragomen | T kot ool to automatcaly o trecent. | R SRPTE R FEA R et | o
Department in accordance with the status of the client's card
Remote Sales The department is forced to manually create a list To integrate the CRM system outbound module
Management of customers who have left an application for an incoming with the bank’s website form by means of the RS1
Department call on a service line on the bank’s website new communication module
Information The department is forced to manually confirm the relevance ; : ;
Security and Anti- | of clients’ personal data in cases when changes have been Tohautomart]mallyéupdate (tjhe‘cl{ﬁnt daltfa} |ntpases vtvhen AF1
Fraud Department made in the verification system changes have been made In e veritication system
Information There is a 1-hour delay between the client’s activation action
Security and Anti- with the credit card and the sending of the validation message |  To reduce the response time for card activation requests AF?
Fraud Dye artment to him/her to confirm the action. The situation leads up to 5 minutes
p to a decrease of the card activation rate
- The inability to directly download the client database with the : :
Information e Ao o To automate the process of downloading the client database
Security and Anti- suspicious activity indicator from AFSF to sms messages to the gateway directory for sending sms messages, AF3

Fraud Department

or outbound calls gateway; as a consequence, the need
to use additional CS resources to transfer files manually

excluding manual file sharing between AF and CS units

12
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Table 4.
MoSCoW priority matrix
Require-
ment Requirement description Justification of the requirement assessment
code
; Implementation of this requirement will save human resources of both XS
To automate the process of downloading and CS units, however it will not directly lead to the simplification
XS1 the client database to the gateway f communication planning and implementation pr. X
directory for sending sms messages of comrmunication pianning a piementation processes,
nor will it contribute to increasing the level of customer loyalty
- The implementation of the requirement will remove the existing restriction
XS2 a ful[?lggde?jncgnqqrﬁﬂrﬁzgggﬁlcahsannel on the number of target audience for the communication, which will
g with the client facilitate the implementation of communication, as well
as attract new loyal customers
. R The implementation of the requirement will help optimize the use
XS3 Tongr;csrse: Seest?: 15;;35;?0%1‘ sgp ﬂlont?r 3\,”[?” of CS department human resources, will increase the flexibility
the abilitgto adiust the s peed of sendin of the process of interaction with customers, and will increase
y J p g the level of customer loyalty
. i i The implementation of the requirement will lead to an increase
XS4 T(%hae“}gg?r%g%%%%%%tfgngn?tsgeelfﬁst;;’gh in the consistency level of communications, which positively affects
customer loyalty level and is helpful for reducing costs
To provide the opportunity to generate The implementation of the requirement will increase the efficiency
XS5 areport on the status of the processes of forming and implementing communications
of e-mail messages delivery with customers
P The implementation of the requirement helps to increase the level
CS1 To CO”U&% ?r??(gnRul\r)llgatslfenmmodule of customer loyalty, since it will reduce the number of uncoordinated X
y and inconsistent communications with the clients
. . The implementation of the requirement will improve the coherence
(S2 To %mdtﬁ ethlfsgg??ﬁbﬂ?igyctgng&gally of communications, reduce costs, and simplify the processes
of communications formation and implementation
To provide the opportunity to control The implementation of the requirement will improve the coherence
CS3 the intensity of the client's participation of communications, reduce costs, and simplify the processes
in communications of communications formation and implementation
0S4 To track information on budget spent The implementation of the requirement will reduce costs, and simplify X
on communications in onling mode the processes of communications formation and implementation
The implementation of the requirement will reduce the response time
CL1 To connect the communication module to the client's status change (which increases the level of customer loyalty),
with the customer debt database and will reduce the level of inconsistency of data in different modules
of the communication management support system
; e - The implementation of the requirement will increase the level of coordination
CL2 To |mplementré?gr:r?égeéiogimmun|cat|on between various communications of different divisions, and also will reduce
the costs of the processes of communication formation and implementation
Implementation of the requirement will save human resources of the CL unit,
CL3 | To log multi-channel communication actions | however, it will not affect the effectiveness of the processes of communica- X
tion formation and implementation in a positive way
To integrate the communication module The implementation of the requirement will increase the level
CP1 being developed with both CRM of customer loyalty. However, it presumes the creation of a new communica- X
(Customer Relationship management) tion channel and will not resolve the problems
and RTM (Real Time Marketing) systems identified in the existing processes
I : The implementation of the requirement will help promptly inform clients
CP2 To conne%t] éhcerggirtngtrjgslcggtggggdule with of the status of the card re-issue. This will positively affect X
the level of customer loyalty
To integrate the CRM system outbound The implementation of the requirement will save human resources
RS1 [ module with the bank’s website form by means of the RS division. Also, it will positively affect the level X
of the new communication module of customer loyalty
. . The implementation of the requirement will help increase the
AF1 irT %:gggrcvﬂé%agga%p%aﬁm %Ié%r:]t r?liltge efficiency of the communication formation process, and it will also expand
in the verific%tion system the volume of a valid client base. It will increase the level
of client loyalty on account of clignt data relevance increase
AFD To reduce the response time to card The implementation of the requirement will increase the level .
activation requests up to 5 minutes of customer loyalty
To automate the process of downloading The implementation of the requirement will increase the speed
AF3 the client database to the gateway of response to suspicious activities, which will increase the level X
directory for sending sms messages of customer loyalty in the existing communication process
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The results of applying MoSCoW technique to the
stakeholder requirements are shown in Table 4. There
is a priority matrix with the following columns. Stake-
holder requirements are briefly formulated in the col-
umn “Requirement description”. Consequences of the
requirement implementation are stated in the column
“Justification of the requirement assessment”, along
with the consistency level of the implementation re-
sults for each requirement with the strategic goals of
the project. Depending on the power of consistency of
results of requirement realization and major business
problems, the marks Must, Should, Could or Won'’t are
assigned.

Thus, based on the results of MoSCoW prioritization
technique, the primary priority group has been identi-
fied. This includes requirements which when imple-
mented contribute to the efficiency of existing commu-
nications management processes at a fundamental level,
namely:

4 allows the bank to synchronize data in various modules
of the communication support system with customers;

4 increases the level of correctness of data on the
bank’s customers.

The requirements that are desirable to perform can be
described in the following way:

<> facilitate partial data synchronization in some mod-
ules of the communication support system;

<> increase the efficiency of the processes of commu-
nication formation and implementation.

The requirements that are desirable but not necessary
to be fulfilled will increase the level of customer loyalty
with regard to communication with them in the context
of existing types of interactions, but technological prob-
lems of the formation and implementation of communi-
cation are practically not solved by them. Such require-
ments may be implemented when enough resources and
time remain.

Requirements for which implementation can be post-
poned are mainly focused on increasing the level of cus-
tomer loyalty by adding new types of interaction with
clients. Implementation of these requirements is more
likely to be useful in the future, when the current prob-
lems of communications management processes have
been resolved.

Conclusion

This work provides the results of requirements prior-
itization in a case study of a conventional commercial
bank. Several techniques and recommendations stated
in BABOK® Guide have been applied. First, all the in-
puts stated for the task of requirements prioritization
have been taken into consideration:

e the business need of the organization has been iden-
tified. It may be described as a need to obtain a new
tool that supports a centralized, automated, and flexible
communications management process;

e based on the description of different communication
types established in the organization, the main problems
of the communication management process have been
formulated. The underlying sources of the problem have
been illustrated on a Fishbone diagram,;

e the list of stakeholders has been made. It consists of
the divisions that are directly involved into the commu-
nication management process;

e the list of stakeholder requirements has been made.

The basis for requirements prioritization has been
chosen. It is the consistency level between the results of
requirement implementation and the problems present
in the current communication management process.
The MoSCoW technique has been applied in order to
identify four groups of requirements which differ from
each other by the impact the results of their implemen-
tation have on the solution of the identified problems.

The list of requirements with identified priorities al-
lows to more clearly identify the objectives of the project,
including for project sponsors. In this case, the goals of
the project are to eliminate technical imperfections of
the current system of communication with customers,
as well as to facilitate the process of forming and imple-
menting various types of communications.

The list of prioritized requirements may be useful for
the project manager while planning works on imple-
mentation of the solution. The results of the work should
also help the stakeholders develop a common point of
view on the strategic goals of the project. Keeping to the
list of prioritized requirements will help the organization
improve a communication management support system
in short time and with consideration of the primary goals
of the project. B
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AHHOTALUA

IMpuoputn3zarnus TpeGoOBaHUI BBITIONHSETCS OW3HEC-aHATMTUKOM IS aHaIM3a 3asBICHHBIX TPeOOBaHUN U
onpeneaeHus] HeOOXOAUMBIX BO3MOXHOCTEN MOTEHLMAJIBHOIO PEIIeHUs], KOTopoe OyneT oTBeyaTb MOTPEOHOCTSIM
3aMHTEPECOBAHHBIX CTOPOH. B Xomme aHanm3a 6u3Hec-aHAIMTHK IPpeoopa3yeT NoTpeOHOCTH U HeopMaIbHbIE IPOOJIEMbI
3aMHTEPECOBAHHBIX CTOPOH B (hopMalibHbIE TPeOOBaHUS K pelleHuo. KpoMe Toro, aHanu3 TpeboBaHUT MOXET ObITh
BBITIOJIHEH [UIs1 pa3pabOTKU MoAeNeil TeKyLIero COCTOSIHUSI OpraHu3aluy. OTU MO MOXHO WCIOIb30BaTh IJIsI
MPOBEPKM OOJIACTH pelleHNsT OM3Heca W 3aMHTePECOBAHHBIX CTOPOH, aHATN3a TEKYIIETO COCTOSTHUSI OPTAaHU3aIUH C
LIEJTbIO BBISIBIEHUSI BOSMOXHOCTE! YIYUIIEHUS WIK JUTS TOMOUIY 3aMHTEPECOBAaHHBIM CTOPOHAM B TOHUMAaHUM 3TOTO
COCTOSTHUSI.

3amaya ornpeesieHus IPUOPUTETOB TPeOOBAHMIA BKITIOYAET B Ce0sI CIIEAYIOIINE JIeMEHThI. Bo-TiepBbIX, 3TO OM3HeC-
KEWChI, B KOTOPBIX YKa3aHbl KJIIOUEBbIE LI W TOKA3aTeM ycrexa Ui MPOoeKTa WM opraHu3auuu. [TpruoputeTs
JTOJKHBI OBITh COMIACOBAHbBI C STUMU LICJISIMU U 3a7a4aMu. bu3Hec-HeoGX0AMMOCTh MOXET ObITh UCTIONIb30BaHA KaK
aJIsTepHaTUBa OM3HEC-KEeMCy, ecii OM3HEC-KeMChl He ObUTH MOATOTOBICHBI. BO-BTOPBIX, IPUOPUTU3ALIUS TPEOOBAHU
TpeOyeT, 4ToObl 3TU TpeGOBaHMsI ObUTM 3asiBIEHbl 3aMHTEPECOBAHHBIMU CTOPOHAMM. B-TpeTbUX, HOKEH ObITH
COCTaBJICH CITMCOK 3aMHTEPECOBAHHBIX CTOPOH, YYaCTBYIOIIMX B MPUOPUTU3ALIMU, aHHOTUPOBAHHBIA MX YPOBHEM
MTOJTHOMOYMIA M BIUSTHUSI.

Psn MeTonoB 1 peKoMeHaaluii, n3IoxXeHHbIX B CBoIe 3HaHM 1o 6u3Hec-aHaau3y (BABOK® Guide), mprMeHeHbI
IUISI HAXOXKIEHUST IPUOPUTETOB TPeOOBAaHMIA Ha MPUMEPE YCIOBHOIO KOMMEPYECKOro 0aHka. OmpeneieHbl OM3HeC-
notpebHocTn opraHm3anuu. ChopMmyIrpoBaHbI OCHOBHBIE TPOOJIEMBI TIpoliecca YIpaBIeHWS KOMMYHUKAIIASIMU.
OcHoBoIIOIaraolye UCTOYHUKKU TMPpoOIeMbl MPOUJUTIOCTPUPOBaHbl Ha auarpaMme «fishbone» (Takke M3BECTHOM
Kak auarpamMma IpUYMHHO-CIENCTBEHHBIX cBsa3eir McukaBbr). COCTaBIeH CIMCOK 3aMHTEPECOBAHHBIX CTOPOH M MX
TpeboBaHuit. Metonrka MoSCoW Obuta NpuMeHEeHa i TOTO, YTOObI ONpENeUTh YEThIPE TPYIIbl TPeOOBAHUIA,
KOTOpPbIE OTVIMYAIOTCS APYT OT APYyra BO3AEHCTBUEM PE3YJILTATOB UX peali3alliK Ha PellicHUE BBISIBIIEHHBIX IIPOOJIEM.

[IpuropuTeThl Tpe6OBaHMI TOJKHBI OBITH KCTIOIB30BaHBI Ha pa3IMYHBIX ATarlaX IIPOEKTa, YTO MOXKET OBITh ITOJIE3HO
IIJIT MEHEIKepa MpOoeKTa MpY IIAaHUPOBAHUM PabOT MO BHEAPEHUIO pPellleHusI. Pe3ylbraTthl JaHHOW paboThl TaKKe
TIOJIKHBI TTIOMOYb 3aMHTEPECOBAHHBIM CTOPOHAM pa3paboTaTh OOIIIYIO TOUKY 3pEHHSI Ha CTpAaTeTMYeCKYe LI IIPOEKTa.
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Abstract

This paper describes a new approach to strategic management in IT departments as compared with the
existing approach, traditionally based on the development of an IT strategy aligned with the enterprise’s
business strategy. The proposed method assumes gaining greater trust from the business to be the principal
goal of an IT department. Meanwhile, all the other goals are treated as implications of the trust, because
none of them can be achieved if the IT department is not considered a trusted partner by the business
management. Trust in the IT department is an aggregate of individual trust exhibited by its customers,
some of which are interrelated and mutually affect their opinions. To obtain maximal personal trust,
the IT department should apply an individual approach to each of its customers. In terms of IT Service
Management (ITSM), this means that an individual Service Level Agreement (SLA) should be designed
and used with respect to each customer. As a result, the I'T Department will be able to gain the maximal
integral trust. The IT Department can benefit from the acquired trust for different purposes. For example,
the IT Department can use the increasing customer trust to justify modifications of SLA conditions so as to
reduce IT costs without affecting the customer. Another way is using the integral trust to guarantee support
of the corporate management when the I'T Department starts some innovative undertaking in its own field.
In the conclusion, it is shown that the problem of maximizing integral trust is not easier than the well-
known knapsack problem.

Key words: IT department, IT strategy, business strategy, trust, Service Level Agreement (SLA), knapsack problem.
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Introduction

he traditional approach to the strategic man-

I agement of the organization’s IT department is

based on the concept of an IT strategy aligned

with the business strategy of the enterprise. This con-

cept forms the basis of the most known I'T management

methodologies and frameworks [1, 3] and standards de-

scribing the best I'T management practices (for example,

[2]). A detailed comparative analysis of various imple-
mentations of this concept can be found in [4].

Being highly consistent and reasonable this approach
is not widely used (at least in Russia), although the ma-
jority of practitioners agree with its basic ideas. This
contradiction is sometimes explained by immaturity of
the Russian IT management practice, low qualifications

BUSINESS INFORMATICS No. 2(40) — 2017

of CIOs and business management, and many other
human-specific reasons. However, the actual reason ap-
pears to be much deeper and is impersonal by its nature.

The very concept of IT strategy is based on the follow-
ing assumptions [1]:

4 all enterprises must have a business strategy;

4 structural units of the enterprise (such as the IT de-
partment) must have their own strategies resulting from
the business strategy of the enterprise.

It is worth noticing that both of the above statements
are only theoretical hypotheses that have no precise
justification. This article does not discuss the causes
for these hypotheses to occur and survive (those who
are interested can refer to [5], for example), but de-
scribes an alternative approach to practical strategic

17



INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS

IT management that does not require the existence of
business and IT strategies. This approach conceptual-
ises the common practices of strategic IT management
successfully used by many Russian enterprises and or-
ganizations, not only in the small and medium business
segment.

1. Trust-based interaction
of the IT department and the business

The modern look on the IT department as a cost cent-
er leads to the fact that the only set of measures proposed
for the evaluation of its activities is that describing the
costs. Therefore, IT cost savings become the only uni-
versal goal of the IT management. In this connection,
two problems turn up. Firstly, the decision on large-scale
IT investments and costs is often made by the top man-
agement, while the opinion of the IT department is not
taken into account. The situation with the implementa-
tion of a corporate ERP solution can be used as an ex-
ample. The IT department is essentially has no choice
and is forced to take responsibility for future work within
the IT budget which is not completed by the time. Sec-
ondly, even during stable periods focus on continual cost
reduction interferes with the development of the IT de-
partment. In particular, it puts the I'T department in an
unfavorable position as compared with other partici-
pants of the labor market, leads to a loss of qualified per-
sonnel, unnecessary investment savings in staff develop-
ment. Thirdly, local savings in the technical area do not
always lead to global savings within the IT infrastructure
of the entire organization.

A universal solution to these problems is to develop an
IT strategy which is aligned with the business strategy so
that a balance is reached between IT benefits and costs
that would completely satisfy business customers of IT
services. Unfortunately, even when the business strategy
does exist (which is not always the case), this is very spe-
cific case that one can manage to assess the benefits of
these or those IT solutions for the business as a whole.
Therefore, the purpose of the IT department in the IT
strategy is normally considered to reduce the costs,
while responsibility for assessing the benefits of using IT
and, consequently, determining the acceptable level of
these costs is accepted by business management having
no intimate knowledge in this area.

There are other problems associated with the idea of
IT strategy. Among these are specifically:

4 nonexistence of a straightforward method for syn-
chronizing business and IT strategies (for example, [3]
proposes to build IT goals, assuming their achievement
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will contribute to the achievement of business goals, al-
though it is clear that this is not a solution, but simply
another formulation of the problem);

4+ the complexity of synchronizing changes in both
strategies, which requires a very sophisticated practice
of organizational change management to exist;

4 a complicated mechanism of assessing the impact
of changes in the IT on business results and vice versa.

Finally, the business strategy like any corporate de-
cision always represents a complicated compromise
of interests and influences of the top managers of the
organization. This means that any serious IT decision
that can affect the approved business strategy (for ex-
ample, unplanned additional costs required to solve a
serious IT problem encountered) are less possible to
have been approved for purely technical reasons due to
lots of negotiations and communications which have
to be made, new budget decisions which may appear to
be necessary, etc. Normally, top managers simply have
no time for this, and the budgetary policy does not al-
ways allow for prompt changes to the budget. There-
fore, such decisions are taken as appropriate without
changing the strategies, which devalues these strategies
making them formal documents no more reflecting the
current reality.

This important conclusion of the above is that to make
the process of negotiating and coordinating the strate-
gy changes fast and efficient, the IT department must
have a high credit of trust from the business. With a high
level of trust, the IT department is delegated with all
decision-making rights in this area. As a result, the IT
strategy becomes an internal and non-public document
which only concerns IT-department and doesn’t restrict
it anyhow. This dramatically simplifies the corporate de-
cision-making process in the IT area. Thus, not follow-
ing the language of the formal document, but a constant
drive to boost business trust is the essence of the IT de-
partment strategy.

It is possible to draw (of course, a very superficial)
an analogy between the trust earned by the IT depart-
ment and the profit of an IT company working on the
external market. Trust, like the profit, can be invested in
growth, lost as a result of an incorrect risk assessment,
or increased by abandoning external borrowings. The
latter may be interpreted as the commitment of the IT-
department to do work with not enough or obviously in-
sufficient resources.

A general definition of trust is unlikely to exist. Much
depends on the policies and traditions of a particular en-
terprise and personal attributes of the people. Neverthe-
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less, it is possible to define some common symptoms of
trust. Some people say that the level of trust earned by
the IT department increases if:

<> the actions of the IT department can be predicted
and understood by its customers (both in the positive
and negative aspects);

<> the IT department makes every effort to solve the
customer’s problems;

<> the IT department is always ready to help the cus-
tomer, even at its own expense, i.e. by performing unan-
ticipated work;

<> the quality of work of performed by the IT depart-
ment is at an acceptable (though not necessarily the
highest possible) level.

As a consequence, the process of interaction between
the customers and the IT department is simplifying (in
particular, customers may no more require documentary
evidence of the works performed by the IT department),
decision-making in the IT area is accelerating (for ex-
ample, by simplifying the document management), the
IT department’s susceptibility to innovations is increas-
ing, etc.

The most common factor of the level of trust earned
by the IT department may be the level of commercial
risk resulting from the amount of responsibility in the
IT management area delegated from business manage-
ment. For example, the risk of unreasonable costs (in-
cluding corruption costs) arises on developing the list of
external contractors of a complicated IT project or IT
program. The risk of loss in income arises from the use of
highly innovative IT solutions in the organization prod-
ucts and services. In both cases not only the IT depart-
ment but also the business is interested in building trust
in the I'T department.

It is significant that trust is not just limited to trust in
the qualifications or knowledge of the IT department,
but in all its characteristics affecting the business risk.

The exact equivalent of trust for the IT company does
not exist, although in some aspects trust is similar to the
market reputation or the company brand. The important
part of the corporate IT policy is to determine what trust
in the I'T department depends on.

2. The IT department
and its customers

The most common approach considers the enterprise
as a whole or “business” to be the counterpart of the I'T
department. With respect to trust, this level of generality
is not very productive. Of course, trust in the IT depart-

ment is composed of the trust of individual employees
of the enterprise, but no process of averaging such trust
exists in reality, as there is no document which would de-
fine this average trust. Even if there is a business strategy
which is an agreed document, it normally has nothing to
do with trust in the IT department.

The common point of view on the IT department’s
activity is that it is a provider of IT services for the en-
terprise. This very productive point of view was first ex-
plicitly formulated in the early publications of the IT In-
frastructure Library (ITIL) [1] and evolved further for
example, in standard [6] and procedure IT4IT proposed
by the Open Group (www.opengroup .org / IT4IT).

However, neither ITIL nor IT4IT provides answers to
a number of questions concerning the activities of the IT
department, for example:

4 Who are the customers of the IT department?

4 Are all customers equally important for the IT de-
partment?

4+ How is the IT department and customer interaction
implemented?

4 Who are the competitors of the I'T department?

Therefore, it’s necessary to define more precisely how
do the IT-services look like. Normally, only the most
general answer is given to this question (for example,
in [1]), that does not imply any practical consequenc-
es as for the trust resulting from the activities related to
services. It appears to be useful to look at the types of
customers and sets of services provided to them by the
IT-department. Table 1shows the principal types of cus-
tomers of the IT department and the services provided
to them.

Table 1.
Customers and services
of an IT department

Customer groups ‘ Services

Participants of business
processes (Users
of information systems)

Facilitating the working conditions,
automating routine operations

Increasing the efficiency (and also
reliability, fault tolerance, flexibility, etc.)
of business processes

Business processes owners
(middle management)

Optimizing corporate IT costs, defining
automation goals, managing corporate
data, providing consulting services

Top management

Investors and business
owners

Protecting IT investments, reducing IT
risks, performing IT industry expertise

BUSINESS INFORMATICS No. 2(40) — 2017
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We have to emphasize that ordinary users of infor-
mation systems, are classified as customers, although
they obviously do not “pay for” IT department services.
However, from the point of view of trust, the role of users
is very high: it is the most numerous category of custom-
ers of the IT department services, which deals with it al-
most permanently, and largely affect a corporate percep-
tion of how the IT department works. For the enterprise
owners Table 2 shows only one option for their interac-
tion with the IT department. In practice, this interac-
tion is much more complicated, since much depends on
the ownership structure and the objectives of investors.
Therefore the set of services listed in the table should be
considered only as an example.

Below are some examples of services for different cat-
egories of customers:

4 facilitation of working conditions (for the users):

e perform input data checks thus preventing of input
errors;

e cffecively assist in case of difficulties in informa-
tion systems handling;

e accurately determinate the responsibility of each
business process participant in any situation and
conflict resolution among the participants;

e provide comfortable psychological working con-
ditions, including, for example, mitigation of the
impact of the mistakes on the work results of other
participants;
4 increase the efficiency of business processes (for their
owners):

e enhance business process characteristics without
placing an additional responsibility on their owners;

e cnsure a permanent participation in execution of
the business processes throughout their life cycles,
including the development and reengineering of the
processes; constant responsibility for functionality
of the process automation tools;

e provide a strict division of responsibility for the re-
sults of the work of business processes between their
owners and the IT department;

e provide a mutually comfortable level of interac-
tion of the IT department with the business-process
owners;

4 cost saving, corporate data management, consultation
services (for top management):

e provide consultations and expert services associat-
ed with consideration of feasibility and expediency
of automation of any given business processes;
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e perform master data management;
e ensure IT cost optimization;
e participate in the development of IT budget;

e increase the level of management qualifications in
the IT area.

4+ IT investment protection, industry expertise (for in-
vestors and owners):

eselect and use, if possible, well-proven IT solutions
and reliable suppliers of solutions and services;

e provide expert opinions on IT solutions dominat-
ing the market, their reliability, associated risks,
etc., providing information on new trends in the I'T
area and their prospects at the enterprises;

e inform about IT-related threats and capabilities of
the external environment.

We emphasize the fundamental difference between
the IT department and an IT company operating in the
common market: the IT department is not allowed to
choose its customers; it cannot abandon the existing
customer or service demand from a new customer. On
the other hand, the customer cannot apply for IT serv-
ices to anyone except the I'T department.

The above examples do not provide a comprehensive
look at the services of an IT department, but demon-
strate some important points for the rest of the paper.
Firstly, the services provided to different groups of cus-
tomers differ significantly and virtually do not overlap.
At the same time, customer satisfaction with services
depends not only on services rendered directly to them,
but also on services rendered to their subordinate em-
ployees. Thus, the business process owner cannot ig-
nore the opinion of his employees when assessing the
service quality to improve the effectiveness of this busi-
ness process. Secondly, the reality is that services do
not compensate for each other. For example, there are
known cases when the owner simply ignores the opin-
ion of the IT department when choosing a corporate
IT solution, notwithstanding the fact that all owners of
business processes and top management are complete-
ly satisfied with the services rendered to them. On the
other hand, there are examples of IT departments that
are in good standing with top management and ignore
the requests of some business process owners. Thirdly,
not all services are available in the IT department port-
folio. This depends not only on historical reasons, but
also on the sourcing strategy adopted in the I'T depart-
ment.

The value chain of the IT department can be outlined
as shown in Figure 1.
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IT strategic management

System life cycle management

Quality management

Subcontracting and outsourcing management
Project management

Human resource management

Financial management

Marketing Purchase of software, Development,

and sale hardware and design and

of services services of external deployment of
suppliers services

Providing Monitoring
services and service
improvement

Fig. 1. Value chain of the IT department

The lower part of the chain depicts basic processes,
and the upper part depicts secondary processes. The hu-
man resource management and financial management
processes are the same as the appropriate enterprise
processes. The basic processes are to a greater extent
specific for each IT department. The secondary proc-
esses, vice versa, are rather multipurpose: a large variety
of process models reflecting the best management prac-
tices exists for them.

The trust of one customer is not automatically con-
verted into the trust of another, although the trust of both
can definitely interact. Thus, the trust of the manage-
ment approving the I'T budget minimization by the IT
department may result in mistrust of the IS users facing
an increase of the service time and apparent disregard
for their interests. There is also a reverse effect: distrust
of subordinate employees of a particular business proc-
ess owner may undermine their loyalty to the IT depart-
ment and the owner himself; the owner’s distrust will
influence the trust of the management, etc.

We should also mention the format of the relationship
between the IT department and the customers. ITIL
version 2011 [1] does not insist on a rigid contract form
of the Service Level Agreement (SLA) for managing
the IT department’s relationship with customers. ITIL
also notes that the formal monitoring of the service level
does not always allow us to estimate the perception of
the service by the customer, who can demonstrate posi-
tive attitude in spite of low level of service or, conversely,
a negative attitude even though the target levels of the
service have been formally achieved. Thus, the meaning
of SLA is more likely to achieve closer and more stable
(and therefore, more trust-based) relations between the
IT department and its customers, as compared to the de-
scription of formal service quality criteria.
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From the point of view of the SLA format, an agree-
ment on strategic partnership with the customer seems
to be the most appropriate one. For each customer of the
IT department, such an agreement will be its own, and
the customer’s trust will be determined not only (and
not so much) by the service level, but by the confidence
that the IT department has done its utmost to provide
the highest-quality service.

The result of the strategic partnership is generally not
to gain benefit from the market exchange between the
partners, but to gain the benefits from the third party, in
this case, the business customers. It is partnership rela-
tions where trust plays a key role being the most impor-
tant factor the relationships depend on.

3. A trust management model
for the IT department

Based on the assumption that the main goal of the IT
department is to build trust, it is possible to build a stra-
tegic map of R. Kaplan and D. Norton for it, which in-
cludes a perspective of trust. The important point is that
the perspective of trust merges two classical perspectives,
namely, the results-based (financial) perspective and the
perspective associated with customer satisfaction. Here
it is necessary to emphasize that the perspective of trust is
not identical to the perspective of customer satisfaction.
There can be cases when the customer is not satisfied
with the service, but trusts the IT department, believing
that in the present conditions the department has done
its best. Conversely, the customer can be completely sat-
isfied with the service, but sure that it is not the merit of
the IT department, since the service was provided by an
external supplier.

The building of trust should be accompanied by a tran-
sition SLA to a new format which extends the IT depart-
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Table 2.

Strategic map of an IT department

Perspectives

Participants of processes

Agreement with a participant

Owners of processes

Agreements with the

Customer groups

Management Owners

Agreement with the Agreement with

Trust (group of participants), owners, implying management, implying the owner, implying
implying an increase in trust an increase in trust an increase in trust an increase in trust
Internal The objectives in terms The objectives in terms The objectives in terms The objectives in terms
DrOCesses of providing services of providing services of providing services of providing services
to the owners

to process participants

to process owners

to the management

The objectives that characterize
the development of services
for process participants

Development

The objectives that charac-
terize the development of
services for process owners

The objectives that characterize
the development of services
for the management

The objectives that char-
acterize the development
of services for the owners

ment’s authority in providing services to the customer.
For example, a new SLA may allow the IT department
to modify a service without a preliminary consulting
with the customer, or assign a high priority to certain in-
ternal IT department projects while reducing it for cus-
tomer services.

Which SLA parameters are the most desirable to be
changed for the IT department at the moment depends
on a variety of reasons. As an example, below we con-
sider the parameters that enable the IT department, to
save resources when providing service to a customer due
to the increased trust (here, the resources are considered
to be IT personnel labor costs expressed in man-hours).
Other parameters or combinations of such parameters
may also be of interest. This particular case demon-
strates only one of a variety of aspects of strategic IT de-
partment management.

It is obvious that not all customers are equally impor-
tant for the IT department in terms of their contribution
to the overall trust in it. For example, the trust of the man-
ager is more important than the trust of an ordinary par-
ticipant of the business process. Therefore, a weight can
be assigned to every customer to enforce his trust when
calculating the overall trust gained by the I'T department.

Therefore, the IT department should set up and solve
a complicated optimization problem of maximizing the
overall trust of all customers provided it has a limited
amount of IT resources. The aim of the IT department
in this situation is to optimize the resource management.
Having realized the overall trust the IT department may
releases resources for its further activities. Here are some
examples of such situations:

<> mutual abandonment of the development of formal
system specifications for some customers will result in
savings of business analyst resources which can be used
in other projects. Here, a amount of work necessary to
develop the technical specification serves as an impor-
tant parameter of the agreement;

<> mutual abandonment of a formal tender documenta-
tion agreed upon with the IT department customer dem-
onstrates trust in the IT department as an impartial trad-
ing authority. An important parameter here is the amount
of work for preparing and coordinating the tender docu-
mentation;

<> mutual abandonment of a part of project documen-
tation (for example, detailed work breakdown structures,
detailed project schedules, etc.) allowing the savings of
resources involved in the project management process-
es. An important parameter is the amount of work on
project management.

This informal approach to trust management is re-
fined and formalized below. As a result, a trust manage-
ment model for the IT department is built. The model is
designed under the following assumptions:

4 the IT department has got N customers;

4 each customer is assigned the weight p,i=1, 2, ..., N,
reflecting the customer’s contribution to the overall level
of trust in the IT department;

+ the i-th customer has got a finite number V; of possi-
ble options of service level agreement (SLA) s, s, ..., Sy,
(each option covers all services provided to this customer).

4 only one Service Level Agreement can be made with
each customer. The selection of the agreement option is
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defined by variable X, € {0, 1} (xl.j= 1, if j-th agreement
option is applied to i-th customer, otherwise x,= 0);

various agreement options provide for various scopes
of using resources by the IT department r,, r., ..., 7;,, (With
the current trust level);

various agreement options vary in the degree of their
impact on the level of trust in the I'T department on the
part of this customer: the more resources the IT depart-
ment spends on this customer, the more prerequisites
exist in the future to increase the level of trust;

all resources of the IT department used for provid-
ing services to the customers are considered to be inter-
changeable. The total amount of resources is limited by
the value R.

In this case, the task of optimizing the distribution of
IT department resources among its customers in order
to increase the overall level of trust in the IT department
is similar to the well-known knapsack problem and is as
follows:

N
max 3. 31,
J=1

i=1 j=

r,<R.

Vi
=1

i=1j

Once again, we note that in this problem the amount
of resources needed to implement any service level
agreement is determined for the current level of trust in
the IT department. In the long term, with the trust be-
ing built, these costs may decrease (and vice versa, if the
trust level is reduced, the costs increase).

There are cases when an important parameter of
the agreement with the customer is not the amount of
work or other numerical parameter, but some qualita-
tive characteristic. For example, let us have an SLA

providing for a passive participation of the IT de-
partment in a discussion on business plans and tasks.
The organization management can offer the IT de-
partment to provide, by a certain period of time, its
own detailed justifications and recommendations
regarding the timing and ways of automating certain
business processes, as well as choosing the processes
themselves. Such an agreement demonstrates higher
trust in the IT department and also requires more re-
sources to provide the service. In this and similar cas-
es, it is possible to evaluate, for example, an increase
of the IT budget if the IT department proposals are
accepted, growth of the number of IT employees, in-
creased influence of the I'T department in interaction
with other customers, etc.

It is hardly possible to accurately define a general set
of capabilities associated with increasing trust in the IT
department, and methods for their numerical evalua-
tion. The above model of trust management can be use-
ful, since it demonstrates that the problem can be effec-
tively solved in many practical cases.

Conclusion

This article proposes a new approach to strategic
management in the IT department, based not on the
commonly recognized alignment between the busi-
ness and IT strategy, but on the use of the trust con-
cept as a universal target for the IT department. The
trust is considered to be tightly closed with a level of
risk for the organization arising from the delegation
of the additional authority to the IT department. The
principal conclusion is that both the IT department
and the business as a whole are interested in increas-
ing the trust in the IT department. The above formal
model of trust management enables IT department to
optimize the distribution of its resources among its
customers in order to increase the common trust in
the IT department. B
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AHHOTALUA

B cratbe omuchbIBaeTCsl HOBBINA IOAXON K cTpaTermyeckoMy ympasieHuio MT-cayx0oii opraHusauuu, B
CPaBHEHUM C CYIICCTBYIOIIMM IIOIXOIOM, KOTOPBIA OOBIYHO OCHOBBIBaeTcsa Ha paszpaborke MT-crparerumu,
COOTBETCTBYIOLIEH OU3HEC-CTpaTeTUH OpraHu3aluu. B mpenioxkeHHOM MeTone eAMHCTBEHHOM MPUHIIUITHATBHOMN
menbio UT-cmykObl cuuTaeTcsl JOCTUKeHNE BEICOKOTO YPOBHS MOBEPUs K Hell co cTOpoHBI 6usHeca. [1pu aToM
OCTaJIbHBIC 1IN SIBJISTIOTCS TTPOM3BOXHBIMU 3TOTO JHOBEpPMS, ITOCKOJBKY HA ONHA M3 HMX He OymeT HOCTUTHYTA,
ecJiu Ou3HeC-pYKOBOACTBO He oTHocuTcsad K MT-cinyxbe kak K HaaexkHoMmy mapTHepy. HoBepue Kk UT-ciyxde
MpeaCcTaBsIeT co00il KOMOMHAIIUIO TOBEPHUsSI CO CTOPOHBI OTAEIbHBIX KIMEHTOB, B3aMMOCBSI3aHHBIX U BIUSIOLINX
Ha MHEHUS Ipyr apyra. st Toro, 4To6bl MaKCMMU3UPOBATh JOBEPHUE CO CTOPOHBI OTAEIbHBIX KiaueHToB, UT-
cayx0a DoJKHA TIPUIEPKUBAThCI WHINBUIYATBHOTO MOAX0Aa K KaxkmoMy u3 HuX. C TOYKU 3peHUs yIpaBlIeHUS
HUT-ycayramu (IT Service Management, ITSM) 310 o3HauaeT, 4YTO HYXHO pa3pabaThiBaTb U MCIOJIb30BaTh
WHAMBUAYaJIbHBIE cornanieHus o6 ypoBHe ycayr (Service Level Agreement, SLLA) ¢ KaxXabIM KIIMeHTOM. B pe3ynbraTe
OymeT obecrieueHO BBICOKOE cymMapHoe noBepue K MT-cayx6e. JoBepre MOXHO MCIOAL30BaTh IS pa3HbIX
ueneit. Hanpumep, UT-ciyxx0a MoxXeT MCnoab30BaTh BO3poclliee JOBepre KAMeHTa ISk MOIU(pUKALIMU YCIOBUMA
SLA ¢ 3TUM KJIMEHTOM, YTOOBI CHU3UTh COOCTBEHHBIE U3IECPKKM, HE 3aTparuBas MHTepecoB KiaueHTa. Jpyroit
BapuaHT — MCIIOJIb30BaHWE CYMMAapHOTO IOBEpUsS IJIs 00ecTiedeHUST MOAICPKKA MEHEIKMEHTOM OpraHU3aIuu
WHHOBAIIMOHHBIX paboT B obnactu UT. B 3akitoueHue noka3aHo, 4To 3ajaya MakKCUMU3aIMKU OOLIETO TOBEPUS HE
MPOIIe, YeM XOPOIIIO U3BECTHAs 3a/1a4 O pIoK3aKe.

Kmouessie cioBa: UT-cinyx6a, UT-cTpaterusi, 6u3Hec-cTparerus, 10Bepue, coryaiieHue o0 ypoBHe yCyr,
3aaya o pIoK3aKe.
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Abstract

This article proposes a methodology for analyzing an organization management system and selecting the

most relevant strategy to enhance its information efficiency. Information efficiency is determined through
the amount of information that is required to ensure the coordination and motivation processes. We discuss
four organizational design strategies aimed at improving information efficiency. Two of them are associated
with a reduction of the amount of information required for management: creation of buffers (stocks of raw
materials, work in progress and surplus resources) and system decomposition into independent operating
units. Two other strategies are aimed at increasing the organization capabilities to process information, i.e.
develop information systems and create a context facilitating information exchange.

It is shown that the strategy of creating buffers leads to inefficiency, but it spontaneously occurs under
conditions of the lack of information. The implementation of other strategies requires the organization’s
efforts. The policy of measuring the information efficiency of the organization is discussed, and since at
present it is hardly possible to develop a single method, it is recommended that one use benchmarking.

Estimates of the information volumes which are being handled by high-technology machine-building
enterprises in Russia and abroad are provided. It is demonstrated that due to underdevelopment of the
technological infrastructure domestic enterprises are forced to process overly great amounts of data, which
leads to information overload and, as a consequence, creation of buffers at all production stages. The result
is an overall inefficiency of the enterprise as compared to similar foreign enterprises, and this gap cannot
be overcome only by creation of enterprise information systems. In this regard, we present an example of
production system decomposition which enables one to reduce the amounts of management information.

Key words: management efficiency, organizational design, manufacturing management system, manufacturing

planning, ERP system.
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Introduction

odern information technologies (IT) allow
us not only to improve existing practices, but
also to create new business models that in-
crease the organization’s efficiency. A large number of
studies has been devoted to the study of the IT effect
on efficiency [1—4]. At the same time, many research-
ers note that the introduction of IT into organizations is
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always connected not only with a change of information
systems (IS) themselves, but also operational principles,
user skills and other complementary resources [5], all
of which increase the complexity of such projects. In-
vestigation of the factors affecting the project success of
implementing new IT systems is a very trendy topic [6],
inasmuch as vast literature is devoted to the analysis of
barriers and constraining factors [7, 8].
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An assessment of the potential impact of new IT and
identification of risks to achieve it are an essential com-
ponent of strategic IT management, but the common
methodology of making such decisions is not available.
Most of the afore-mentioned papers have a descriptive
character and empirical data, although generalized, is
not converted into action norms and regulations.

This paper uses a methodological approach based on a
combination of concepts of the organization’s informa-
tion efficiency [9] and information design [10]. In the
first section, the theoretical aspects of both concepts are
discussed, and in the subsequent sections the practical
application of the proposed methodology is illustrated
using the example of selecting a strategy of improving
the information efficiency of the NPO Saturn manufac-
turing system (http://www.npo-saturn.ru).

1. Information efficiency
and the information design
of an organization

According to paper [9], the main organizational func-
tions are coordinating the efforts of all its participants
in agreeing upon common goals and motivating com-
pliance with the agreements reached. On this basis, an
organization’s information efficiency criterion (IEC)
was proposed: an organization that requires less infor-
mation to support coordination and motivation proc-
esses is more efficient [9]. This criterion can be used
specifically while making decisions on the implementa-
tion of new IT initiatives; however, this causes a prob-
lem of its quantitative assessment. Most likely, it is not
possible to develop a universal approach for measuring
IEC, therefore, the most obvious and simple approach
is benchmarking, namely comparing the amounts of in-
formation operated by different organizations perform-
ing closely related activities. An example of evaluation of
the information efficiency of the manufacturing system
of a high-technology machine building enterprise will be
presented in the next section.

In addition, it is worth noting that the information ef-
ficiency of an organization can be enhanced not only
through reduction of the amount of information needed
for coordination and motivation, but also by increasing
the organization’s capability to process this information.
This point of view is verified by results of empirical stud-
ies of the impact of IT investments on the company’s
productivity [11, 12], namely, introduction of new IT
primarily reduces the labor costs of the employees in-
volved in information processing, that eventually leads
to reduction of transaction costs.

26

Paper [10] addresses general principles of organiza-
tional design through the lens of information efficiency,
and two main types of strategy are distinguished: reduc-
tion of information required for management, and in-
crease of the organization’s capability to process it. The
first type of strategies includes:

4 compensation of uncertainty (i.e. lack of informa-
tion) through creation of buffers (slack resources in term
of [10]). This strategy is realized through increase of raw
material stocks, increase of work in progress, emergence
of excess capacity. It results in a decrease of economic
efficiency. It is in contradiction with such modern con-
cepts as “lean manufacturing” and “just in time”, but is
spontaneously formed at the enterprises suffering from
information inefficiency;

4 decomposition of the system into loosely coupled
modules grouped around the same-type products or
services. Such a module must have all necessary resourc-
es to provide the entire value chain, and after that it can
be considered as a “black box” hiding internal informa-
tion flows. This is today’s mainstream in the organiza-
tion of manufacturing systems [13], while outsourcing is
a natural development of this area.

The strategy of increasing the information processing
capabilities implies:

<> development of enterprise information systems. It is
worth noting that the term “information system” is used
here not in the narrow sense (IT based system), but in the
wider sense, like any system enabling us to collect, trans-
mit, store and process information. In this regard, the ac-
counting system, for example, is the information system;

<> development of communications between the em-
ployees (direct contacts, introduction of special func-
tions — integrators, working groups, matrix organiza-
tion, etc.).

The organization can combine simultaneously all these
strategies, but in each specific case it is necessary to ana-
lyze which strategy can make the greatest contribution
to increasing information efficiency. The most obvious
conclusion is that, generally speaking, the reduction of
the amount of information in the coordination and mo-
tivation processes achieved by system decomposition is
the more attractive way, since it is directly aimed at re-
ducing transaction costs. However, such restructuring in
most cases comes into conflict with accepted practices;
it requires radical changes and always encounters a sig-
nificant resistance [14, 15].

The strategies related to improving information
processing capabilities should be applied when capabili-
ties of reducing this information are either unavailable,
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or for some reason are unrealizable. At the same time,
preference is given to a strategy aimed at developing
communications between employees, creating the con-
text enabling us to propagate information [16] and, in a
more comprehensive sense, enterprise knowledge [17].

The development of enterprise information systems,
especially through the introduction of IT, is always asso-
ciated with difficulties that have several sources. First, it
requires changes not only in the information processing
methods, but also in complementary resources, namely,
user skills, IT infrastructure, and so on [5]. In this case,
the complexity of IS implementation is connected with
the area of its implementation [18]: it is minimal for sys-
tems aimed at reducing the transformational costs of an
individual employee, and increases with the transition
to coordination of activities of the organizational unit,
the entire organization and, further, to management of
interaction with external agents. In addition, the authors
of paper [19] point out that the appearance of new tech-
nologies is a source of techno-stress for users. On the
other hand, the users often try to use IS to solve problems
which were not foreseen by its developers [20]. Finally,
the IS implemented can become an obstacle to subse-
quent changes in the organization, since it provides for
a limited set of business process execution options [21].

Creation of buffers, i.e. stocks of raw materials, work
in process and excess capacity is an extreme case. This
strategy should be resorted to when other capabilities can-
not be implemented. However, there are situations, when
the presence of a buffer is a prerequisite for successful op-
eration. For example, the theory of constraints by E.M.
Goldratt [22] provides for creation of buffers to the sys-
tem bottlenecks, which determine its performance.

Thus, the introduction of new IT should be considered
as a special case of a more general problem — organiza-
tional design strategy selection. The information effi-
ciency criterion, assessing the amount of information in
the coordination and motivation processes, is an effec-
tive tool for evaluating various options for organizational
design solutions. This raises the problem of quantitative
evaluation of this criterion. Since a unified methodol-
ogy of such an assessment can hardly be developed, we
propose to use the benchmarking technique to compare
the amounts of information required for management in
companies using close business models. The next sec-
tions will address the implementation of these proposals
in practice.

2. Information efficiency
of NPO Saturn manufacturing system

This section addresses practical experience of PJISC
NPO Saturn, a Russian company engaged in the design,
manufacture and aftersales service of aircraft gas turbine
engines.! One of the key projects of NPO Saturn in the
early 2000s was to develop the SaM 146 engine for the re-
gional Super Sukhoi Jet 100 aircraft in partnership with
the French company Snecma? (these products were pri-
marily oriented to the international market).

Partnership with the leading foreign manufacturers
and claims to market entry with extremely high busi-
ness competition revealed many problems of the Rus-
sian project participants. For example, by labor effi-
ciency (revenue per employee), Snecma outperformed
NPO Saturn by more than seven times. It became ob-
vious that for the collective success of the project all its
participants must ensure the same efficiency in terms
of costs, labor efficiency and duration of the produc-
tion cycles. As a consequence, NPO Saturn launched
changes covering almost all areas of activity, i.e. retool-
ing and modernization, implementation of new meth-
ods of organization of work and management, staff de-
velopment, establishment of long-term stable relations
with partners having necessary competencies, reduc-
tion of stocks, etc.

At the same time, an ERP system was proposed to be
used as the main information processing tool. A rather
advanced set of in-house designed IS supporting various
tasks of manufacturing management existed at the en-
terprise. Nevertheless, it was expected that the ERP sys-
tem would provide a significant head start due to switch-
ing to new “optimal” business processes purchased with
the system. However, a number of pilot projects showed
that the required efficiency cannot be achieved only by
replacing the existing IS with ERP. Detailed analysis
revealed that the main differences between the Russian
and foreign enterprises of high-tech machine-building
are in the field of information efficiency, rather than an-
ywhere else, and it is these differences that prevent the
implementation of the processes that are implemented
in the ERP system. Let us consider these differences by
the example of the manufacturing system.

From the information point of view, the main task of
the manufacturing system is to form a feasible manufac-
turing plan, record the actions taken in accordance with

"' In 2003—2008 the author of the article was responsible for IT-support of the SaM 146 program on
the Russian side, and in 2009—2014 he held the position of the IT director of PJSC NPO Saturn.

2 At present Safran Aircraft Engines division of Safran group.
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this plan, detect deviations and respond to them. All
these activities are based on the data of the production
facilities (product and its components) and resources
(equipment, personnel, finance, etc.). The atomic unit
of planning and accounting is the manufacturing opera-
tion, to which the equipment, tooling, time and mate-
rial consumption rates, etc. are related. The more pre-
cise this data is, the more accurate the calculation of
the manufacturing plan, which is a time schedule of a
sequence of operations for manufacturing specific prod-
ucts at a given time.

It should be pointed out herewith that the manufac-
turing facilities of Russian companies are derived from
the Soviet period and have not been radically updated
yet at any of the large enterprises (the average age of the
equipment is 20—25 years at the most). This means that
on average a part is manufactured in a greater number
of operations than in a similar foreign manufacturer.
According to the author’s estimates, for similar process
stages Russian machine builders need to perform 4—10
times more operations compared to their foreign coun-
terparts. In addition, foreign enterprises which manu-
facture small-scale high-technology products, all alone
manufacture only about 10—20% of the variety of all
parts coming to the assembly line, with all the rest being
obtained from second-tier suppliers, which, due to their
specialization, provide much greater efficiency. Domes-
tic enterprises produce almost 100% of the assembly
parts themselves. A trade-off analysis of the amount of
data needed to ensure the manufacturing planning and
accounting operated by PJSC NPO Saturn and Snecma
is shown in Table 1.

Table 1.
Volumes of information required
for manufacturing planning
Snecma | NPO Saturn
Variety of parts for assembly (pcs.) 36,000 36,000
Number of parts of in-house production 6,000 30,000
Average number of operations to
manufacture a part 2 80
Number of information objects (operations),
the correctness of which must be maintained 120,000 | 2,400,000
Number of employees responsible for entry
of information 100 400
Number of information objects per one
employee 1,200 6,000

It follows from what has been said that with the same
throughput capacity, the amount of data required for
manufacturing management at a Russian enterprise is
20 times greater than at a foreign enterprise having a
more efficient production infrastructure. This leads to
low-quality plans, a huge amount of dispatching, unre-
liable and conflicting data on the actual situation with
manufacturing of products. Therefore, most domes-
tic enterprises use their in-house developed IS, which
somehow enable them to handle unreliable informa-
tion.

An additional problem is obtaining accurate data on
the configuration of the manufactured product. The
configuration in this case is taken to mean a description
of all units, parts and purchased components forming
bill of materials (BOM) of the final product. Low-batch
production is characterized by a continuous change of
BOM, since the product design is constantly refined ei-
ther by the operation results, or the requirements of a
particular customer. The problem for domestic enter-
prises is that this process is not completely automated
anywhere and, moreover, the existing regulatory struc-
ture allows for several types of documents changing the
product configuration (engineering change orders, as-
sembling specifications, etc.), each of which has its own
peculiarities. Therefore, the configuration is defined
manually on the basis of paper documents, which leads
to errors. At the same time, the study of the best practic-
es of foreign enterprises shows that with the information
systems available it is possible to provide a configuration
management process based on only one document — an
engineering change order.

The impacts of unreliability of information on the
product configuration and manufacturing operations on
the quality of the manufacturing plan were investigated
in paper [23]. The results obtained in this paper are pro-
vided in Figure 1, where curve 1 represents the impact of
errors in determination of the operation execution time;
curve 2 represents errors in assignment of work centers,
and curve 3 represents errors in definition of the product
configuration.

Analysis of this data shows that even if there is an er-
ror in determining the execution time for each tenth
manufacturing operation, 65% of manufacturing or-
ders are assigned incorrectly. The share of errors in the
manufacturing plan reaches its maximum value of 92%
in incorrect determination of the execution time for
45% of operations. However, it is worth noting that in
this case the share of errors in the plan never reaches
100%, since the assignment of the first operation in the
manufacturing routing is always performed correctly.
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Number of errors in manufacturing plan (%)
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Fig. 1. The impact of initial data errors
on the accuracy of manufacturing planning

With errors in determining the work centers (curve 2),
the number of misdirected work assignments increases
more intensively and reaches 100% already at a 30%
level of unreliability of the initial data. The influence
curve 3 shows that even a negligible level of errors in the
configuration data of the product leads to almost com-
plete unreliability of the manufacturing plan. There-
fore, the manufacturing system is non-linear, and mi-
nor errors in the initial data lead to significant errors in
decision making (planning).

From the data presented, it follows that there is an
unambiguous cause and effect relationship: imper-
fect technical and management infrastructure — the
amount of information for management — the manage-
ment system quality. Imperfection of the technological
infrastructure leads to a sharp increase in the volume
of manufacturing operations. Insufficient maturity of
business processes, such as configuration management,
leads to unreliable data on the product BOM, that af-
fects on the planning quality are even more unfortu-
nate (it should be noted that, contrary to technological
processes, the amount of configuration data for simi-
lar products is approximately the same for Russian and
foreign enterprises). The infrastructure problems cause
an information overload of the management system.
The enterprise responds to this overload by creating
buffers from raw materials and purchased parts, work
in progress and excess capacity, and all of that eventu-
ally leads to a sharp drop of its efficiency. It is obvious
that this problem is extremely difficult to fix through
introduction of an information system based on IT or
any other data collection and processing principles.
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It is necessary to involve other organizational design
strategies.

3. Decomposition
of manufacturing system

Analysis of the information processed by NPO Sat-
urn (Table 1) shows that the volume is a critical con-
straining factor in terms of efficiency. Alternatively,
according to the logic outlined in Section 1, the idea
of decomposing the manufacturing system into loosely
coupled modules organized around the same parts was
put forward. This proposal encountered a sharp nega-
tive reaction, especially on the side of representatives
of the manufacturing system, which confirmed that the
existing structure of workshops and groups was bound
by complex connections which impeded the trans-
formation. Historically, the equipment necessary for
processing parts of the same type is located on the ter-
ritory of different workshops.

The possibility of the proposed decomposition was
verified by cluster analysis using the k-means method.
The results were presented in a table, where rows list
key parts of the aircraft engine, and columns list manu-
facturing groups, while the filled cells at the intersec-
tion of the row and the column indicate that the parts
of this type are processed in this group. It was revealed
that the NPO Saturn manufacturing system is divided
into several clusters, each of which provides a full cy-
cle of operations for manufacture of a certain type of
parts; in this case, a significant intersection between
the clusters is practically absent. We have to note that
such clustering, as expected, does not comply with the
established structure of workshops.

Based on these studies, NPO Saturn top manage-
ment decided to divide the manufacturing into inde-
pendent divisions which are to manufacture a narrow
range of similar products (rotating parts, hull elements,
rotating blades, etc.). Each of these divisions receives
orders from product directorates (civil engines, mili-
tary engines, industrial plants), the structure of which
includes assembly lines and divisions interacting with
the consumers. The activities of each division are as-
sessed by economic indicators. This decision made
it possible to reduce a total amount of information
needed to coordinate the manufacturing system of
the whole enterprise. The first tangible result of such
transformation was an increase of the share of produc-
tion orders executed when required. In the course of
time, other effects of reducing the information flows
have become apparent, in particular, such functions
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as bottleneck analysis, assessment of investment needs
for development, unification of technical processes for
similar parts, “make or buy” analysis. Outsourcing de-
velopment began to demand much less effort.

It is worth noting that it was possible to achieve these
results without modernizing the enterprise IS, just by re-
ducing information flows and, consequently, increasing
the information efficiency. Implementation of the ERP
system supporting optimized single-type processes is the
next step after stabilization of the new manufacturing
structure. This should give greater freedom to informa-
tion processing in the newly established divisions.

Conclusion

Enterprises trying to improve economic performances
must first investigate the potential of various strategies
to increase the information efficiency. In this case, it is
preferable to avoid strategies of creating resource buffers.
NPO Saturn experience shows that the greatest effect in
such conditions reduces information flows through sys-
tem decomposition, which can be accompanied by an
increase of the company’s ability to process information
through development of enterprise IS and communica-
tions between the employees. m
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AHHOTALUA

B cratbe mpemnaraeTcss MeTOHOJIOTMSI aHAIM3a CUCTEMbl YIpaBJIeHMs OpraHM3alveil M BbiOOpa Haubolee
aKTyaJIbHOM CTpaTeruy MoBbIlIeHUs ee MHGOpMaLUMOHHOI 3¢ dekTuBHOCTU. MHPpOopMaLimoHHast 3¢ GeKTUBHOCTD
onpeznesieTcss yepe3 o0beM MHGOpPMALMKM, KOTOPhIA HEOOXOmuM Il OOeCIieYeHMsI IIPOLIECCOB KOOPAMHALIMK
n MotuBauuu. OOGCYXIAIOTCS YEThIpE CTpPATerMM OPraHM3ALMOHHOIO Au3aiiHa, HAIlpaBJIeHHbIE Ha IOBBIIIEHHE
MHGOPMALIMOHHOM 3(PdeKTUBHOCTH. [IBe M3 HMX CBSI3aHBI C COKpalleHeM 00beMa MH(GOPMALIMK, HEOOXOIUMOIO
IIJIST YIIpaBJIeHUST: co3naHue O0ydepoB (3aImacoB CHIPhs, He3aBEPUICHHOTO MPOM3BOICTBA U M30BITOUHBIX PECYPCOB)
1 JEKOMITIO3MLIMSI CUCTeMBl Ha He3aBUCUMEBIC paboure moapasneicHus. [ABe Opyrve cTpaTerdyd HampasjieHBl Ha
yYBEJIMUYEHUE CIOCOOHOCTEN opraHM3aluy obpabaThiBaTh MHMOPMALINIO: CO3MaHNe MH(MOPMAIMOHHBIX CUCTEM W
CO3MaHne KOHTEKCTa, CITOCOOCTBYIONIETO 0OMeHY MH(MOpMAIIUX.

ITokaszaHo, 4TO cTpaTerus co3naHus OyhepoB BeleT K Hed((HEKTUBHOCTH, HO CTUXUITHO BO3ZHUKAET B YCIIOBUSIX
HemocTaTka WH@opManuu. Peanus3anns ocTanbHBIX CTpaTeTWii TpeOyeT YCHUJIWA CO CTOPOHBI OpraHM3alvu.
OO6CyXIaloTcs MOIXOIbI K M3MEPEHUI0 MHMOPMAIIMOHHOM 3G (hEeKTUBHOCTH OpraHU3aIlU 1, ITOCKOIBKY BBIpabOTKa
eIMHOrOo CII0co0a B HACTOsIIIIee BpeMsl BPSII JIM BO3MOXHA, PEKOMEHIYeTCsl MCIIOIb30BaTh 06 HUMAPKMHI.

JlaHbl OLIGHKM OO0BEeMOB WHGbOPMALIMK, KOTOPHIMM OIEPUPYIOT TPEIIPUATUSI BBICOKOTEXHOJOTMIHOTIO
MalmmHocTpoeHuss B Poccun u 3a py6Gexom. Iloka3aHo, 4TO OTe€YeCTBEHHbIE MPENNPUSATHS K3-3a OTCTANIOCTH
TEXHOJOTMYECKOM MHPPACTPYKTYPhI BRIHYKIEHbBI 00padaThIBaTh Ype3MePHO GOJIbIINE 00bEMbI JAHHBIX, YTO BEAET K
WHOOPMAIIMOHHOM TIeperpy3Ke 1, Kak CIeACTBUE, CO3MaHNI0 OyhepoB Ha BCeX 3Tamax Mpou3BoaCcTBa. Pesyiasratom
aBjIsieTcs 0611as Hed(hHEeKTUBHOCTD IPEANPUITHS ITO CPABHEHUIO C AaHAJIOTMYHBIMU 3apy0eXXHBIMU, IIPUYEM JaHHOE
OTCTaBaHME HEBO3MOXHO IIPEOHOJIETh TOJBKO 3a CYET CO3MAHMS KOPIIOPATUBHBIX MH(MOPMALMOHHBIX CUCTEM. B
CBSI3M C 9TMIM MPEACTaBJIeH pUMEpP IeKOMIIO3UIINU ITPOM3BOACTBEHHOM CUCTEMBI, TTO3BOJISTIONIC CHU3UTh 00 BEMBI
WHOOpMAIIVU IJIST YIIPaBJICHHMS.

Kimouessbie cioBa: 3 GEeKTUBHOCTD YIIPaBieHUs, OPTaHU3ALMOHHBIN JU3aiiH, CUCTeMa YIIPABIEHUS TPOU3BOACTBOM,
MPOU3BOACTBEHHOE MIaHUupoBaHue, ERP-cuctema.
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Abstract

We present a method for investigating solutions of systems of ordinary differential equations with

polynomial right-hand side. Similar systems are of long-term interest for applications, because many
process models have different physical, biological and economical natures described by these systems. The
standard methods of numerical analysis are usually applied obtaining system solutions with the polynomial
right-hand side, disregarding the specific form of the right-hand side. We suggest a different method starting
from the fact that the right side of the equation appears to be a multidimensional polynomial. The relative
simplicity of the right-hand side of the system under consideration made it possible to construct by this
method approximate analytic solutions in the form of functions not only of time but of the initial conditions
as well. In contrast to the majority of known methods, the latter made it possible in many cases to directly
trace the systematic computational error. The implementation of the method is based on the construction of
a discrete dynamical system along the solutions of the original system with subsequent use of the generalized
Horner’s Scheme. The computation peculiarity of Horner’s Scheme lies in the fact that in many cases the
scheme allows us to reduce the number of machine operations required for computation of the polynomial
in comparison with the ordinary computation process. The second peculiarity of the generalized Horner’s
Scheme lies in the fact that there is a good decomposition of computation process that allows us to make
calculations in parallel on independent nodes. According to computational experiments, this enables us to
reduce computation time hugely even in the simplest cases while retaining required accuracy.
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Introduction

onsider the system of ordinary differential equa-
tions written in the vector form

x = f(x), (1)
where x = (x',...,x") is a real vector function of the real
variable ¢ and f= ( o f ") is a real vector function in

which each element fis a multidimensional polynomial
in the variables x', ..., x".

The system (1) has a special meaning in our days. This
is explained by numerous models of processes of vari-
ous physical, economic and other nature as described by
such systems (e.g., [1—4]). The special significance of
the system is that the strange attractors are quite com-
mon.

As is well known, each attractor is a compact invariant
set (e.g., [1]). The classical general theory of dynamical
systems says that every compact invariant set contains a
compact minimal set (e.g., [5]). Therefore, for under-
standing the structure of strange attractors, constructing
the minimal sets is extremely important.

The problem of constructing minimal sets has been
posed in the general case only in [6]. As is clear from
the results [6], the construction of minimum sets sup-
poses the construction and investigation of the system
(1) solutions on infinite horizon for which purpose we
need to implement the construction of a certain dis-
crete-time system in the line of primary solutions (see
also [7]).

The aim of the present paper is to develop a method
for constructing and investigating solutions of system
(1) in the MathCloud system. The method is based on
a special construction of local solutions of the system
taking into account the fact that f is a multidimension-
al polynomial [7, 8]. In contrast to the majority of the
known methods (e.g. [9—13]), the latter made it possible
in many cases to directly trace the systematic computa-
tional error. Such tracing is extremely important, e.g.,
for studying the equations of chaotic dynamics, because
computation accuracy in this case plays the decisive role
and computations should be performed in rather long
time intervals.

1. Construct local solutions
of the system (1)

First of all, consider the problem of constructing a lo-
cal solution x(7) of system (1) with the initial condition

x(0) = x,. )

34

Acting in the standard way, replace system (1) by the
integral equation

t
x(t)=x0+Jf(x(T))dT (3)
0
To find a solution x(7) of Equation (3), we use the
Picard successive approximation method and write

1

Xyt (t) =X +jf(xn (T))dT'

0

4)

Assume that
x,(1) = x,.

Then
()= x, +_:[f(x0)d1:x0 ()
It follows that equality
x,(t)=x, +j;f(x0 +f(x,) 7)dr=x,+ gtpz‘,. (x,)1'

holds, and 6, is a positive number depending on the pol-
ynomial f and the %, are the corresponding real vector
functions defined as multidimensional polynomial at the
variable x,.

Acting formally by induction, using equation

X+ (t)=xo +_zlv,‘/f/v,f(xo)ti7 %)

where 0, is a positive integer depending only on N and
the polynomial f and the ¥y, are the corresponding real
vector functions defined as multidimensional polynomi-
al at the variable x,.

The question of the convergence of the sequence
(Xy)yen to the solution x(7) requires additional investi-
gation. The answer can be found in Theorem I (the proof
of Theorem 1 is contained in paper [7]).

Theorem 1. Let x, eR be a given point, and let a be
some positive number. Let

m= max | f(x)].

[x—xy|<a
Then, for all values 7> 0 satisfying relation

7<%
M

Hold the following equality

Oy
lim (x (1) =X, =y, (x)1' [ = 0.
i=1

N —>+eo

According to Theorem 1, formula (5) gives approxi-
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mate analytical solutions of system (1) with initial con-
dition (2) defined on [—7, T]. This approximate ana-
lytical solution is a multidimensional polynomial of time
t and vector x;, which determine the initial state of the
system. If the function f is nonlinear, then an instinctive
feature of this representation consists in equality

lim l =0.
N —+oo QN

More than all, equality

lim (0,,,— 0y )= +co

N >+eo

is always executed.

2. Interactive system along solution (1)

Generally speaking, investigation attractors of system
(1), if, of course, they exist, suggests the continuation
of local solutions to the right on a sufficiently large time
interval. In paper [7] one was invited to implement the
construction of discrete dynamical system along solu-
tion x(?).

Let x(7) be the solution of system (1) with the initial
condition (2) defined for all # > 0 and is bounded for
these 7. Fixed real number y satisfies the relation

a=2usup x(t)—x0|. 6)
120
Let
a
T<— 7
" (7

where m is the number satisfying the conditions of Theo-
rem 1.

By g’ we denote the phase flow for which the field f if
the phase velocity field. Then the relation >0

x(t+kT)=g'x(kT), k=0,1,...

holds for all # > 0. One can readily see that, by virtue of
(6), (4), and (7), for te [0, T], the points g'x(kT) lie in
the closed ball

B, (x(kT))={xeR": |x—x(kT)\S%}
2
and hence in the closed ball

B, (xo)={xeR":|x—x0 Sa}.

Therefore, by Theorem I we see that approximation g4
to the operator g’ satisfies equality

Oy .
ghx, =X, + 21/1N,,.(x0)t’.
in1

Now acting as the paper [7] it is not difficult to prove
that it holds.

Theorem 2. Let conditions (6), (7) be satisfied for
some u > 1, and number m satisfies conditions of Theo-
rem 1. Then, for each positive number ¢, there exists a
positive integer N, such that, for N > N_, the inequality

max (g}, &, —gf§0| <e

0<t<T

holds forall §, € B, (x,).

2
Therefore, for all sufficiently small positive numbers T
the operator g’ can always be approximated by an opera-
tor g, with prescribed accuracy e. However, note that the
replacement of g7 by g, is justified only if the sequence

(&n - 8uXy) k=0,1,...
k

lies in the ball B, (x,). This means that number x is a
parameter that permits one to control the systematic
error of calculations.

3. Construct of the minimal sets
of the Lorenz system

Consider the Lorenz system

x=0(y—x),
y=m-y-xz ®
Z=xy-bz,

where o,  and b are positive numbers, which play the
role of system parameters.

For simplicity, we restrict considerations to the follow-
ing case of classical values of parameters:

o=10, r=28, b=8/3.
Set
x(0)=xp, ¥(0)= 3y, 2(0) =z,

and
ghe= (xjv,ij,z;\,), N=12,...,
where ¢ = (x,, ,, z,)- Then, obviously, the relations
X[ =X, Y =Yoo &4 =%
and
x;, =10ty, —101x, + x,,
Yy = —1x,2, — 1y, + 281x,,
XZy = =2.6671z, + 2, + X, Y,
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Here have

X, = =5t"x,z, — 55>y, +10ty, +190¢°x, — 10tx, + x,,

V! = 88891z, — 51,2, — 8.889¢ x, 2, + 6.833°x,2, -
—1x,2, —3.333¢°x,y; +3.3331°x; y, — 0.5 X, y, +140.5¢*y, —
—ty, + y, — 15417 x,, + 281x,,

2 =-3.333%, 3,2, +3.333'x27, — 0.51x2z, +3.555¢7, —
2.66717, +72, —3.3336y2 + 51y +96.667x,y, -
—6.8331°x,y, +1x,¥, —93.3331’x] +141’x; .

It is very difficult to construct the operator gy for N > 3
without special computer programs. For this purpose,
we have used a specially developed software (see Section
4). We cannot cite the regret g with N > 3. For exam-
ple, the operators y/, and z;, contain about 30 000 terms.

The minimal sets of system (8) were constructed for
a wide range of initial conditions. Here, in particular,
consider the construction of the minimal set lying in the
w-limit set Q of the solution with the initial condition

x,=-15.720831, y,=—16.587193, z,=36.091132. (9)

The Figure I represents the projection of an arc of the
orbit L onto the plane xOy, constructed for 7= 0.001 on
the basis of points

T T T
Cr 8NCrnes 8y o -BNCoene
| —
k

with tremendous accuracy

TT T T 20
gy 8N €= &Ny €| <107
—_ -

k

Note that solutions of system (8) are defined and
bounded for > 0. Since € is the unique attractor of sys-
tem (8), it follows that there exists a limit

lim inf | g'q—p|= 0,

t—+e0 pel€

for almost all g € R’[1].

Therefore, it is fair to say that the path L is set by the
desired minimal set to computation error.

4. Horner’s Scheme

As was already mentioned, even in the simplest situa-
tion of Lorenz system we require multiple computations
of a rather complicated multidimensional polynomial
for the local solutions construction. With respect to the
efficient implementation of this procedure, using special
methods is required. For this purpose we have used the
generalized Horner’s Scheme integrated into the Math-
Cloud system [14, 15].

Generally speaking, the description of any version of
the generalized Horner’s Scheme is extremely awkward.
Thus, we will limit ourselves to the situation of four vari-
ables polynomial (see Section 4).

Let’s consider polynomial

p(t,x,y,2) = Za,-jkltixjyk (10)

ijk,d
where a,, —aresome real numbers and ¢, x, yand z — are
real variables. The generalized Horner’s Scheme for the
polynomial (10) can be depicted as:

Fig. 1. The projection onto the plane xOy of an arc of the orbit L near the attractor € of system (8)
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p(tx,y,2)= (. .((bm (x,3,2)t+b,  (x,y,2)1 +

(11
+b, (x,y,z)z‘+...)t+bO (x,»,2),
where
b, (x,,2)=(. .((c,.m (y.2)x+c,,. (n.2)x +
+Cy (MADX+.)x+ 40, (1,2) (12
¢;(».2)=(..(d,,(z)y+d; . (z)y+ 1)
+d,.j,m72(z))y+...)y++d_,.,.0(z)
and
dy (2) = Co(( @ 2+ @ )T +
F )T ) (14)

It is obvious that (12)—(14) scheme is good at paral-
lelizing. According to simulation experiments, the use of
this scheme (in comparison to direct scheme (11)) at the
same level of accuracy makes it possible to essentially
reduce the number of computations even in the simplest
situations.

For the construction of the Lorenz system mini-
mum set precisely (12)—(14) version of the generalized
Horner’s Scheme have been used. A schema of the com-
putation process, using services from the MathCloud
system is performed in the Figure 2. As a result, the time
it takes for the construction of the arc described at the
Figure I falls by tens.

Conclusion

Let’s discuss computation aspects of the suggested meth-
od implementation. Let’s recall that in accordance with the
method any solution x(7) of the system (1) is restored in the
form of variables 7, x, multidimensional polynomial where
x(0) = x, and ¢ is time. Thus, the storage of the solution
obtained comes down to the storage of multidimensional
matrix determining this polynomial and matrix determin-
ing analytical entry of the expression for the error. One can
perform this storage by going through initially all matrix
multiplications, or, if more compact, by remembering a
parent matrix and set of rules for further conversions. In
any case, this storage parallelizes fairly well.

In case of further work with the solution obtained, one
for example may need to calculate a trajectory path at given
x,value at 1 =7, 7,, ..., 7, points. It is obvious that each
evaluation at , instant is independent of others and these
evaluations can be done at independent nodes.

As for the evaluation of the multidimensional polyno-
mial, then in the general case this is an ambitious task. It
is reasonable to use variations of the generalized Horner’s
method to solve the task. There are good grounds to believe
that the appropriate procedure will be good at parallelizing.

In relatively simple cases, it is possible to overcome the
computational complexity using standard methods and to
study complex systems behavior. In the paper, there is an
approximate construction of Lorentz system minimum sets

as an example of implementation of the results obtained. m

Y

Initial data

Construction of discrete
dynamic system

\/

Construction of minimal sets J

Y

A

\

Horner's Scheme

A

Construction of polynomials

\ A

A

Construction of local solutions J

J

Y
MathCloud

Fig. 2. Computer process organization in the MathCloud system
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AHHOTAIUA

B cTaTbhe npencraBieH METOI UCCIEAOBAHUS pellIeHUI CUCTeM OOBIKHOBEHHBIX Ar(depeHLIMaTbHbIX YypaBHEHU I
C MOJIMHOMUAJILHOW TpaBoil yacThio. [1omoOHbIe crCTeMBbl TaBHO MPEACTABISIOT AOCTaTOUHO OOJIBIION MHTEpeC
IJIST TIPWJIOKEHMIA, TTOCKOJBKY MHOTHME MOZIEIN IPOLIECCOB Pa3jIuYHBI CBOEH (PM3MYECKOM, OMOIOTMYECKON W,
IJIJaBHBIM 00pa3oM, S5KOHOMMUYECKOI MPUPOIOIA, OMMCHIBAEMOUM TaHHBIMU cucTeMaMU. IS MOJydeHUsT pelleHus
CHCTEM C MOJMHOMMAIBHON MPaBOil YaCThI0 OOBIYHO MCIIOIB3YIOT CTaHAAPTHBIE METOIBI YMCICHHOTO aHaIn3a, He
YUUTHIBasE KOHKPETHBIM BUI TTPaBoOii yacT. MBI TIpe/uiaraeM Apyroil METO, UCIIOIb3YIOIINI TOT (haKT, UTO IpaBast
YacTh ypaBHEHUSI MPEACTABISIET COO0M MHOrOMepHbIM MHorowieH. OTHOCHTEIbHAs IPOCTOTAa TPaBOM 4YacTH
paccMaTpUBaeMOM CHUCTEMbI MO3BOJIMJIA MOCTPOUTh 3TUM METOIOM IPHUOJIKEHHbIE aHAIUTUYECKHE pelIeHUs B
BUIe GYHKIIMI HE TOJIbKO BPEMEHU, HO M HayaJlbHbIX YCIOBUIA. B oTiMure oT G0NbIIMHCTBA U3BECTHBIX METOMOB,
MOCJIeIHEE BO MHOTHX CITydasixX TTO3BOJISIET HEMOCPEACTBEHHO OTCIIEKMBATh CUCTEMATUYECKYIO OIIMOKY BBIYUCIEHUIA.
Peanmuzanust MmeToma ocHOBaHa Ha MOCTPOCHUM MHTEPAKTUBHOM CHCTEMbI BIOJIb PEIICHU MCXOMHON CHCTEMBI C
MOCTICAYIOIINM HCIIOJb30BaHKEeM 00001IeHHO cxeMbl [opHepa. BeranciauTtenbHass 0cOOeHHOCTh cxeMbl [opHepa
COCTOMT B TOM, YTO OHA BO MHOTHX CJTydasiX ITO3BOJISIET COKPATUTh KOJIMYECTBO MAIIIMHHBIX OTIepaIiii, HEOOXOMMMBIX
IIJIS. BBIYMCJIEHUSI MHOTOYIEHA, MO0 CPAaBHEHUIO ¢ OOBIYHBIM BBIYMCIMTEILHBIM IpolieccoM. Bropasi oco6eHHOCTh
00001IeHHOM cxeMbl [opHEpa COCTOUT B TOM, YTO 3[€Ch BBHIYMCIUTEIbHbBIN MPOLECC XOPOIIO JIEKOMIIO3UPYETCs,
YTO TTO3BOJISIET MTPOBOIUTH BBIUMCICHHMS MapayljieIbHO Ha HE3aBUCHMBIX y3iax. Kak Mokas3aau BbIYUCIUTETbHBIE
SKCIEPUMEHTBI, 3TO MO3BOJSIET COKPATUTh BpeMs BBIYMCIICHUS JaXe B MPOCTEHMIINX CIydasX B JECATKHU pa3 MpH
COXpaHEHMH 3aJaHHOM TOYHOCTH.

Kimouessie ciioBa: nuddepeHIIMaabHbIe YpaBHEHUS C TTOIMHOMMAIBLHOM IpaBoil 4acThlo, cxema ['opHepa, MHTepaKTUBHAS
cHCTeMa BIOJIb pellIeHUi MCXOMHOM cucteMsl, cuctreMa MathCloud.

Hurnposanue: Afanas’ev A.P., Dzyuba S.M., Emelyanova I.I. Horner’s Scheme for investigation of solutions of differential
equations with polynomial right-hand side // Business Informatics. 2017. No. 2 (40). P. 33—39.
DOI: 10.17323/1998-0663.2017.2.33.39.
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Abstract

The article discusses the problem of finding a polyhedron given shape inside another nonconvex
polyhedron. This problem is a particular case of the 18th Hilbert problem, third part. It has a practical
application in computer simulation of three-dimensional objects, moving autonomous robots, and the
jewelry industry. The author uses this mathematical problem to find the facets of gemstones in uncut
stones.

The article offers a method for finding inscribed polyhedrons based on the reduction of the problem
to a nonlinear programming problem and its solutions using ready-made software. The basic idea is that
it is easy to describe this problem in terms of non-linear programming. Internal polyhedron volume is an
objective function. Restrictions include the preservation of the combinatorial structure, one polyhedron
standing inside another one, convexity, plus additional constraints necessary for practical purposes.

The article describes two implementations of the algorithm: a client-server application and a local
application. Their advantages and disadvantages are discussed. The algorithm is described not only in a
mathematical point of view; some of its practical characteristics are also demonstrated. Compared to the
previous article, the author has added a method that allows for solving the nonconvex case of a problem.
This is a significant step forward from a mathematical point of view. In addition, it allows us to use
the algorithm at all stages of gem cutting. The end of the article describes current evaluations of the
effectiveness and running time, including on weak processors, and it offers plans for further development

of the algorithm.

Key words: convex polyhedrons, combinatorial structure, inscribed polyhedron, cut gem, symmetry deviation,

nonlinear programming problems, solver.
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Introduction

ne of the classical mathematical problems is
the third part of Hilbert’s eighteenth problem.
In its general formulation, it concerns packing
of shapes within other shapes. For the case of packing
regular shapes, e.g. sphere packing, proven results ex-
ist, among which are the following: the strong thirteen

spheres problem [1], the 25 spheres problem [2] and the
Kepler conjecture [3]. For the case of packing 2-dimen-
sional polyhedrons and simple 3-dimensional shapes,
there are a number of solved problems. Some of these
problems are listed in the article by Valiakhmetova and
Filippova [4]. In the case of packing multi-dimensional
polyhedrons within other polyhedrons, the problem be-
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comes too complicated, and there is no theoretical ap-
proach to solving the problem in its general form.

One of the special cases of the problem is the problem
of finding a body of specified shape of the largest vol-
ume within a nonconvex arbitrarily shaped polyhedron.
This problem has a wide range of applications: computer
modeling of 3-dimensional shapes; programming simu-
lators; computer games; applications to solve packing
and cutting stock problems; robot movement programs;
the jewelry industry; the processing of expensive mate-
rials. The algorithm described in this article is used for
commercial purposes to build an optimal plan for a gem
cutter during different stages of gemstone processing.

The first step of the algorithm is to find the starting
point, i.e. the approximate starting position of the body
being packed. The results of other algorithms may be
taken as the starting point. The next step is to gradual-
ly shift the vertices of the initial shape by a not very big
specified distance and find such positions that result in
the largest volume of the body and satisfy a number of
conditions previously set on the body’s shape.

Currently there are several software products for gem
cutters which are used to calculate planning of gemstone
cuts. However, all of them work with a finite number of
rather strictly symmetrical shapes. The results of their
algorithms serve as starting points for the algorithm from
this article which distorts the symmetry of the initial
shape in the limits allowed by international and manu-
facturing standards to achieve a larger mass and a higher
value of the cut gem.

The algorithm has been implemented as a client-serv-
er application for research purposes and as a local ap-
plication for commercial purposes. For the client-server
implementation, external software resources have been
used which are organized as RESTful web services [5].
This approach allows us not to spend a lot of time on de-
veloping complicated mathematical algorithms instead

of using ready solutions and, therefore, focusing on the
task at hand [6]. For the terms used in this paper, refer
to the article [7].

1. Client-server application

The client-server application has four main steps: in-
put data processing, non-linear problem (NLP) formu-
lation, building the polyhedron from a derived solution,
solver calculations (Figure 1). The first step is to trans-
form the input data that might be in different formats
into the format necessary for further calculations. The
second step is to formulate the initial geometric problem
as a problem in terms of nonlinear programming (NLP).
After that, the nonlinear solver solves the formulated
NLP-problem. This third step happens on the server
side and is a black box for the user. Behind the scenes,
the server consequently runs several programs organized
with the help of RESTful web services. On completion,
the solver outputs a set of variables defining the optimal
solution which are used to build the desired polyhedron
during the fourth step of the algorithm.

The author has tested several solvers for nonlinear
programming problems presented on neos-server.org.
The tests concerned the problems of finding the opti-
mal cut in convex gemstones. The problems’ charac-
teristics were as follows: around 1,000 variables, around
4,000 nonlinear constraints and 3,000 linear constraints.
Among the tested solvers were CONOPT, Ipopt, Knitro,
LANCELOT, LOQO, MINOS, MOSEK, SNOPT. The
objective functions of solutions differed in insignificant
figures. Ipopt solver showed the best average time for the
given set of problems — 3.50 seconds. The paid solvers
MINOS and SNOPT also showed good timings of 5.33
and 4.97 seconds, respectively. Solvers for global optimi-
zation have also been tested on simple problems of in-
scribing convex platonic solids within each other. The
Couenne solver showed the best results for these prob-

Input data

Client i
processing

Building
polyhedron from
derived solution

NLP problem
formulation

AMPL
service, derivatives
preparation

Solver

calculations

Optimization
service, search for
solution

Results output
service, generation of
solution file

Fig. 1. Client-server application scheme
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lems; however, on average, it worked around 300 times
longer than Ipopt and this is unacceptable in conditions
of production. Moreover, Ipopt was also able to find glo-
bal maximums for these simple problems.

Accordingly, for the computations of the given NLP-
problem the author chose the Ipopt (Internal Point OP-
Timization) solver [8], as the optimization service. This
solver is designed to find a local optimum of a nonlinear
programming problem using an interior point method.
To perform necessary computations, the server needs
callback-functions to calculate the following variables:

4 the values of the objective function f(x);

4 the gradient of the objective function V f(x);

4 the ordinate vector of the constraint vector function
gx);

4 the Jacobian of the constraint vector function
Vex)';

4 the Hessian of the extended Lagrange function

(J/.sz(x)+iﬂivzgi(x).

If one uses the AMPL programming language [9] for
the problem formulation, the language itself provides all
these functions for given f(x) and g(x). Thus, one only
needs to take care of formulating the NLP-problem in
the AMPL format (the formulation of an NLP-problem
is discussed in the Chapter 3).

One of the advantages of the client-server approach is
the possibility to process any number of problems simul-
taneously if given the necessary resources. Moreover, the
licenses for commercial use of AMPL and Ipopt on a
server are cheaper than a large number of licenses for
local applications.

2. Local application

The local application (the box version of the program
which is to be installed on personal computers) is need-

ed because most of the software clients are located in
developing countries where there is no stable server ac-
cess through the Internet. AMPL is a paid service and
is expensive for commercial use in local applications; to
overcome that problem, an interface has been developed
and implemented in C++ to work with the Ipopt solver
directly, without the use of AMPL. The afore-mentioned
callback-functions have been written for a narrow set of
constraint functions. These functions have the form of
cubic polynomials:

Zci'xilxiZXB + zc}leij + ch xk :

The sine and cosine functions have also been imple-
mented.

The derivative matrices for such constraints can be
written easily, unlike the derivative matrices for the prob-
lem in its general form. For the basic algorithm without
additional constraints, it is enough to have this represen-
tation of the objective function and constraint functions.
Moreover, the majority of geometric constraints can be
approximated in such form with good enough precision.

The objective function f(x) and constraints g(x) are
stored in a special form. During each iteration, Ipopt
refers to the callback-functions written in C++ which
calculate the necessary derivatives quickly in the current
point (Figure 2). It is crucial to minimize the algorithmic
computational complexity of the callback-functions,
since they are called a significant number of times.

Ipopt is rather resource-intensive in terms of CPU time.
Thus, the number of problems that can be solved simul-
taneously on a computer is equal to the number of cores
(or twice the number of multithreading cores). If more
problems are launched at the same time, their results will
be calculated much more slowly. Ipopt can be adjusted so
that one task will be solved on several CPUs concurrently,
but this gives a tiny boost to performance and does not
have much sense in case of a large number of small tasks.

Input data
processing

Building
polyhedron from
derived solution

NLP problem
formulation

Client

— = .

Solver
calculations

Ipopt solver

C++ module for
callback-functions
calculation

Fig. 2. Local application scheme
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For the applied problem being solved in this article,
one of the important conditions is to get the solution
for any gemstone in limited time, most often in just a
minute. In practice, it happens that whatever fixed set-
tings have been chosen, there will always be gems on
which Ipopt works longer than the allotted time. That is
the reason why all eight runs (keeping in mind a stand-
ard modern quad-core processor with multithreading)
are performed for the same gemstone with different pa-
rameter settings. This approach guarantees getting a re-
sult and allows cutting gems of different quality. Gems
of different quality are needed because in the jewelry in-
dustry the value of a cut gemstone depends not only on
its mass. Sometimes it is more profitable to cut a bigger
gem of worse quality, and sometimes — a smaller gem of
perfect quality.

Apart from that, it turned out that international qual-
ity standards are not suitable for appropriate work with
nonsymmetrical cut diamonds. A cut diamond, in addi-
tion to 3-dimensional symmetry, has a property of op-
tical symmetry, which correlates to how well and sym-
metrically it sparkles. Figure 3 shows the course of light
in a cut diamond. The more symmetrical the picture, the
better the optical symmetry of the cut. The left image
presents an optical picture of a perfectly regular cut of
1.0149 carat which was taken as the starting point of the
algorithm. The mass of the uncut stone in this example
is 1.2904 ct. The right image shows an optical picture
of the algorithm result where only the constraints from
the international standard of cut diamond quality esti-

mation have been taken into account. The mass of this
solution is 1.0601, and it is formally considered to be
of highest quality. However, one can easily see that its
optical symmetry is far from perfect, therefore the cut
diamond will sparkle chaotically and will be difficult to
sell. This served as a reason to introduce additional pa-
rameters to control optical symmetry of diamonds. The
eight simultaneous runs of the algorithm work in such a
way that the solutions range from prefect optimal sym-
metry to the largest mass with acceptable quality. For
the reviewed example, the algorithm outputs the fol-
lowing range of masses: 1.0601, 1.0428, 1.0406, 1.0368,
1.0356, 1.0316, 1.0315, 1.0268. All the solutions starting
from the mass of 1.0428 ct have beautiful enough opti-
cal symmetry, while the solution with the mass of 1.0268
ct hardly differs from perfect optical symmetry. A user-
friendly interface has also been developed to allow users
to run the algorithm with any desirable settings, custom-
ize the program for their specific needs and get the cuts
of required quality.

3. Nonlinear programming problem

The original geometric problem needs to be formulat-
ed in terms of nonlinear programming.

The volume of the final cut serves as the objective
function f(x). It is calculated using the vertices’ coor-
dinates through splitting the gem’s facets into triangles
and presenting the total volume as a sum of simplexes’
volumes.

Fig. 3. Optical symmetry of a cut diamond
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The variables in this problem fall into two types. The
first type comprises the parameters of the cut’s facets Yopr
Vi Vo Vap 5 where p is the index of a cut’s facet. The
constraints on the variables of the first type (xU and
xL) are set as the initial values of the parameters plus
or minus some specific variable, respectively. The value
of this variable depends on the extent to which it is al-
lowed to change the angles of the normals to the facets
of the given combinatorial structure. The parameters of
a gem’s facets never change, hence are treated as con-
stants. The second type of variables comprises the pa-
rameters responsible for arranging the cut’s vertices in
space, x; € (—oo,+e0), where j is the index of a vertex
and 7 refers to a coordinate axis. Since a rather precise
algorithm is used to set the starting point, it is possible
to speed up the calculation process by setting such con-
straints on the vertices’ coordinates so that the vertices
cannot move from the initial position further than some
variable dx.

Let us proceed to the description of the general con-
straints g(x).There are several main groups of con-
straints for the given problem that are bound to be con-
sidered. The first group consists of the constraints to
preserve the combinatorial structure of the cut:

yaple + ybpxﬂ + ycpxﬁ - ydp = 0’

where pis a cut’s facet index, j is a vertex index, and the
indices 1, 2, 3 refer to the three coordinate axes.

This group of constraints is written out for all pairs of
vertexes and facets for which it is true that the vertex be-
longs to the facet. The list of all such pairs can be derived
from the original presentation of the polyhedron’s facets.

The second group refers to the constraints on the con-
vexity of the required polyhedron. They are written out
for each pair of “vertex — facet” where the vertex does
not belong to the facet:

VapXjn T VppXjo t VX i3 =V < 0.

Since the pairwise convexity of all the adjacent facets
serves as a sufficient condition for the convexity of the
whole polyhedron, these constrains may be written out
only for all the pairs of adjacent facets.

The last group of mandatory conditions deals with the
fact that the cut has to stay inscribed in the gemstone.
These conditions are written as follows:

Ax

X, +B.x

rovj2

+C.x,;—D, <0,

where r is the index of a gem’s facet, and j is the index
of a cut’s vertex.
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It is worth noting that 4, B, C, D_are constants, not
variables. Therefore, this group of constraints is linear
and does not have a great influence on the execution
time of the solver.

Apart from the mandatory constraints, it is also nec-
essary to outline the constraints on the cut’s symmetry.
For the case of a convex gemstone (i.e. a partially cut
gem) you can read more about NLP-problem formula-
tion in the articles [7, 10]. Let us move on to the non-
convex case.

For the case when the gemstone is nonconvex, ad-
ditional constraints are necessary which are responsi-
ble for separating the cut from the nonconvex parts of
the gem. First, a convex shell of the gem is built. For
the constraints described above the facets of this convex
shell are used. Next, it is necessary to figure out which
facets of the gem are nonconvex. This is preformed us-
ing the criterion that a facet is nonconvex if there are two
vertices in the polyhedron which lie on different sides
of the facet. Then, for each nonconvex facet a separat-
ing plane is created. The separating plane is defined by
the free variables y , y,, y,, y,. Constraints are imposed
on the separating plane such that all the vertices of the
nonconvex plane bound to it lie on one side of the sepa-
rating plane while all the vertices of the cut lie on the
opposite side of it. These equations are assigned to each
nonconvex facet of the outer polyhedron. If the maxi-
mum deviation from the initial position dx is used for the
cut’s vertices, then the separating plane may be used to
set apart not all the vertices of the inscribed polyhedron,
but only the vertices of such facets as may intersect the
nonconvex plane of the outer polyhedron. Knowing the
value of dx, it is easy to determine the set of such facets
for each nonconvex plane of the outer polyhedron. To
simplify the work of the solver, another constraint may
be added on the length of the normal to a separating
plane to be close to 1.0.

Conclusion

The algorithm has been implemented as a client-server
application and a local application. It has been tested on
problems of different scales. The problems varied from
ordinary study examples with simple, similar or easily
inscribed polyhedrons with the number of vertices less
than fifty to real applied problems with the number of
vertices ranging from one hundred to several thousands
in the nonconvex case and with the constraints on the
symmetry of different severity.

To test the algorithm, a system of remote testing has
been written in Python which launches the algorithm on
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a given database of gems and builds a report with data
about all the runs and all the controlled parameters. The
testing system is described in more detail in [7].

In real cases, the algorithm improves results of other
algorithms from the same application area by 1.5—5% of
the volume depending on the constraints imposed on the
symmetry. The average gain in mass of the solutions that
may be admitted to cutting is 3%.

Main test examples comprised an inscribed polyhe-
dron with the number of vertices and facets around
150 and an outer polyhedron with the number of ver-
tices and facets around 500; the total number of con-
straints was around 10,000. For examples with a large
number of nonconvexities the number of constraints
could reach around 40,000. The time to build the
problem for these examples approximates one second.
The computation time on the solver without symme-
try constraints is around 5 seconds. The average com-
putation time on the solver with standard symmetry
constraints is 20 seconds. For nonconvex gems, the
average time is 29 seconds. All the measurements have
been made using Intel(R) Core(TM) i7-2600 CPU @

3.40 GHz. To imitate weaker computers, additional
tests have been made with reduced CPU frequency.
For the maximum frequencies 0f 0.9, 1.4,1.9,2.4,2.9
GHz, the average computation times for the problem
with constraints are 90, 57, 42, 34, 28 seconds, re-
spectively.

The article discusses two implementations of the al-
gorithm: one with the use of a remote computational
resource and one without it. The advantages and dis-
advantages of both implementations are presented. The
algorithm itself is described from a mathematical point
of view; its application details and special characteristics
are also reviewed. As compared to the previous article
[7], a method has been found to solve the nonconvex
case of the problem which is a significant step forward
from the mathematical point of view. It also allows us
to apply the algorithm during all the stages of gemstone
cutting. The average working time of the algorithm has
been estimated, including that on weak processors. At
this stage, the algorithm has been implemented for the
most common round cut. In future, it is planned to ex-
tend it for other types of cuts. B
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AnropuTM NoMcKa ONTUManbHOro BapHaHTa OrpaHKM
AParoLUeHHoro KaMmHs MaKCUMaNbHOi Maccbl ¢ 3afaHHbIMMU
OTKJIOHEHUSAMU OT CUMMETPUYHOCTH?
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AHHOTanMs

B cratbe paccMaTpuBaeTcs 3amada HaXoXIeHsSI MHOTOTPAHHUKOB 3aaHHOM (hOpPMBI BHYTPH APYTVX HEBBITTYKJIBIX
MHOTOTPaHHMKOB. JlaHHAsI 3a/1a9a SIBJISIETCSI YaCTHBIM CITydaeM TpeTheit yactu 18-it mpobiemsl [unpbepra. OHa uMeeT
MPaKTUYeCKOe MPUMEHEHNE B KOMITBIOTEPHOM MOIETMPOBAHNY TPEXMEPHBIX 00BEKTOB, aBTOHOMHOM TIepeMelleHUN
pOOOTOB, I0BEJTMPHOI MPOMBILIUIEHHOCTU. DTa MaTeMaTHueckas 3aaya MHTEpeCHa C TOUKHU 3pEHUsI ee TPUMEHEHUs
IUTST HAXOXKAEHUST OTPAHOK APAaroleHHbIX KaMHEW BHYTPY HEOTPAaHEHHOTO KaMHSI.

B cratbe mpemraraercss METON ITOMCKA BIIMCAHHBIX MHOTOIPAHHMKOB, OCHOBAHHBIA Ha CBEIEHUM NAaHHOM
3ama4M K 3afade HEIMHEHHOIO IMPOrpaMMUPOBAHMUS U PELICHUSI €€ C MIOMOILBIO TOTOBBIX MPOrPAMMHBIX CPEICTB.
OCHOBHOI MIeeil SIBJASIETCS TO, YTO 3aJada JIErKO OMUCBHIBAETCS B TEPMUHAX HEIMHEMHOIO MPOrpaMMUPOBAHUSI.
LeneBoii yHKuMeEN siBAsIETCS 00beM MCKOMOIO MHOrorpaHHvka. OrpaHuMYeHus BKJIIOYAIOT B ce0sl COXpaHEHUe
KOMOMHATOPHOM CTPYKTYpHI, COIEpXXaHWe MHOTOrpaHHMKA BHYTPU IPYToro, BBITYKJIOCTh M IOMOJTHUTEIbHBIC
OrpaHNYeHUsI, HEOOXOIMMBIE IJIsT IPAKTUYECKUX LIETICH.

B cTaThe paccMOTpeHBI ABE peann3aiuy aropuTMa: KIMeHT-CepBEepHOE TMTPUIIOKEHNE U JIOKAJTBHOE MPUIIOKEHME.
[TpuBeneHbl X TOCTOMHCTBA W HEAOCTATKU. AJITOPUTM OMMCAH HE TOJBKO C MaTEMaTUYECKOW TOUKU 3PEHUSI, HO U
C TOYKU 3pEHUsI HEKOTOPBIX €ro MpUKIaaHbIX ocobeHHOocTel. 1o cpaBHEHUIO C MPEAbIAYIIMMM CTaTbsIMU aBTOpa
o0aBJIeH METOM, KOTOPBIA MO3BOJISIET pelllaTh HEBBIMTYKJIbIN Caydail 3a1aun, YTO SIBJISIETCS 3HAYMTEIBHBIM IIAarOM
¢ MaTeMaTU4YeCKOM TOYKH 3peHMsT. KpoMme TOoro, 3To MO3BOJISIET UCIIOIb30BaTh aJITOPUTM Ha BCEX dTalax OrpaHKU
IparolieHHBIX KaMHel. B KoHIIe cTaThi JaHBI aKTyadbHBIE OLICHKU 3(PMOEKTUBHOCTH U BpeMEHH PaObOTHI aJlTOPUTMA,
B TOM YHCJIe Ha CTa0bIX Mpolieccopax, M OMMCaHbl TUTAHBI JAJIbHEHIIIETO pa3BUTHS aJITOpUTMa.

Kirouessie c10Ba: BEITYKITBII MHOTOTPAaHHUK, KOMOMHATOPHAST CTPYKTYPa, BIMMCAHHBII MHOTOTPAaHHUK, OTPaHKa
JParoLieHHOTO KaMHsl, OTKJIOHEHME OT CUMMETPUYHOCTH, 3aJja4ya HEJIMHEHOTO MPOrpaMMUPOBaHMUSI, COIBEP.

Iuruposanue: Kokorev D.S. An algorithm for determining the optimal variant of a cut gem with maximal mass and specified
symmetry deviations // Business Informatics. 2017. No. 2 (40). P. 40—46. DOI: 10.17323/1998-0663.2017.2.40.46.
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Abstract

In the paper, we examine a task of detecting text messages that borrow similar meaning or relate to

the same event. The noticeable feature of the task at hand is that the considered text messages are short,
about 40 words per message on average. To solve this task, we design an algorithm that is based on the
vector space model, meaning that every text is mapped to a point in high-dimensional space. Text-to-vector
transforming is done using the TF-IDF measure. It should be noted that even for small cases with a volume
of about 800 messages the dimension of the vector space can exceed 2,000 components, and on the average
the dimension is about 8,500 components. To reduce the dimension of space, the method of principal
components is used. The application of this method allows us to rationally reduce the dimensionality of
space and leave about 3 percent of the components from their original number.

In this reduced vector space, we use agglomerative hierarchical clustering in accordance with the Lance—
Williams algorithm. The actual cluster merge is done using the closest linkage algorithm. We stop merging
clusters when the distance between two nearest clusters exceeds some threshold value r that is given to the

algorithm as a parameter.

We conduct an experiment on the dataset of 135,000 news messages parsed from news aggregator feeds.
During the experiment, we build the regression model for the r algorithm parameter value that allows us to
predict the value of this parameter that gives good clustering results.

The designed algorithm scores high in quality metrics indicating its sufficient ability to classify a pair of
messages as being duplicates or not, as well as the ability to find out whole groups of duplicate messages.

Key words: short text corpora, text clustering, near-duplicates, semantic vector space, neural network.
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Introduction

nJune 2014, the Yuri Levada Analytical Center pub-
Ilished a report entitled “Russian media landscape:

television, press, the Internet” [1]. The report plac-
es particular emphasis on the fact that about one third
of the population (34%) uses the Internet in order to
“watch the latest news” and 20% to “understand what is
happening in the country and abroad”.

BUSINESS INFORMATICS No. 2(40) — 2017

Public commercial companies and state organizations
do not disregard these figures and facts, since an active
information policy on the Internet should be conduct-
ed in order to create a positive image and unblemished
business reputation.

To realize these needs, information systems are being
developed which allow for automatic collection, process-
ing and analysis of information from various sources. One
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of the key requirements placed on such systems is their
ability to detect similar publications, as well as publi-
cations devoted to one event (http://www.mlg.ru/so-
lutions/pr/analysis/, https://pressindex.ru/#techno-
logy).

This article addresses the algorithm for retrieving du-
plicates in short news items received from RSS feeds of
various news portals or otherwise.

Duplicates are news items identical in meaning,
which can reveal a partial or complete lexical concur-
rence. Therefore, duplicates have a semantic simi-
larity.

The problem of retrieving duplicates, including short
text documents, is not a new one, and papers [2—5]
have been dedicated to solution of the problem.

1. Initial data

Short news items generally consist of a headline and a
lead, the first paragraph that answers the questions what,
when and where.

For this study, a collection of short news items for 20
days was used. The volume of the collection is about
135,000 news items. If the items cover the same event,
then they have the same duplicate label (dup).

Table 1 presents some statistical characteristics of the
prepared collection of news items.

Table 1.

Statistical characteristics
of a collection on news items

Collection
Characteristic
Average Median

Number of words in the item 39.72 37 33
Number of unique words
in the item 33.77 32 30
Number of items having
the same dup 14.73 4 1
Number of items per day 6725.95 6487 -

The average length of items is 39.72 words. The items
can have grammatical mistakes and typos. The dupli-
cates are retrieved among the items posted on the same
day. The structure and types of the initial data are pre-
sented in Table 2.

Table 2.
Structure and type of initial data
id head description time aup
hash char char smalldatetime char

Here, id is a unique identifier of the item, head is an
item header, description is the main part of the item
(lead), time is the date and time of the item posting, dup
is the duplicate label. If two items have the same dup,
then they are semantic duplicates.

Items which have the same dup form groups. Table 3
provides information on a number of such groups. It is
noteworthy that the percentage of unique items is insig-
nificant: they are only 2,385 out of 135,000 such items.
The collection has 108 groups consisting of 100 or more
items (the largest group consists of 1,039 items).

Table 3.
Groups of items

Number of items in a group ‘ Number of groups

1 2385
1026
649
522
433
351
278
275
229
195
2792

Ol |l N ||~ ]w |

—
o

>10

2. Problem statement

An article by Yu.G. Zelenkov and I.V. Segalovich is
dedicated to the problem of detecting duplicates in text
documents. It provides a comparative study of the most
popular modern methods of detecting near-duplicates
[6]. It is significant that near-duplicates are not always
semantically similar, i.e. have the same meaning. More-
over, the methods enabling us to find near-duplicates do
not always work correctly for short-length texts.

Therefore, the research task is formulated as follows:
to develop an algorithm for detecting semantic dupli-
cates in short news items and grouping them together.
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3. Algorithm description

The idea of semantic vector space is taken as a basis
for the algorithm implementation, where each text is
considered as a point in multidimensional space. The
closely spaced points correspond to semantically similar
documents [7]. Let us consider the description of each
algorithm stage and tools for their implementation.

The first stage is preprocessing. The items posted on
one day are aggregated into smaller size corpora. After
that, all words in the items are brought to a normal form
using the morphological analyzer Mystem (https://tech.
yandex.ru/mystem/). Therefore, the original collection
of items C can be considered as a combination of aggre-
gated corporac;:

Cc=Je. (1)

The collection of short news items under study is di-
vided into 20 corpora, since it contains items for 20 days.

The second stage is a construction of the vector space
model. The items from corpus ¢, must be converted to a
matrix. To solve this problem the TF-IDF measure [8]
is used.

For each word ¢ in a particular item d, a TF-measure is
calculated by the formula (2):

S . @

where n, is a number of entries of word 7 to item d;

tf (1,d)

2 i is a total number of words in item d.

For each word 7 in text corpus ¢, the IDF-measure is
calculated by the formula (3):

idf (t,c;)= logﬁ, 3)

where |c| is number of items in corpus c;;
|(d, > 7)| is the number of items in which word # is found.

Thus, each item is converted into a vector, which com-
ponent is a TF-IDF measure of each word in this item.
For a specific word, the TF-IDF measure is defined as a
product of TF and IDF measures.

The TF measure for the word is defined locally in each
item, and the IDF measure is global for the corpus and
does not depend on a specific item. Value TF-IDF is in-
terpreted as a “contribution” of a particular word to the
meaning of the item.

The result of implementation of the second stage is
represented in the form of a matrix (7able 4), where
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each column defines a separate word 7 from corpus c,
and each row corresponds to some item d.

Table 4.
TF-IDF matrix
1, A t
d, | -idfd,1) | 0 f-idfd, 1,)
d, 0 0 if-idf(d, 1,

d, | v-idd, ) f-idf(d, 1)

When constructing a vector space model, words with
a high degree of frequency and those which occur once
are ignored. For the presented initial data, high-fre-
quency words are those which are encountered in more
than 90% of the items.

To build the vector space model, the machine-learn-
ing library scikit-learn (http://scikit-learn.org/stable/)
was used for the Python programming language.

The third stage is to decrease the number of vector com-
ponents. The purpose of this stage is to reduce the data
dimension, since on average each matrix corresponding
to item corpus ¢, contains 8,547 columns. To reduce the
number of columns in 7able 4 with a minimum loss of
information content, principal component analysis is
used.

Each column of Table 4 is variable ¢, and the row is a
number of observations. All variables ¢ are centered by
the formula (4):

o @)

i

where 7, is an average value of variable 7.

After that, a transition to new variables is accom-
plished — to the principal component by the formula (5):

pe; =2;"Va-'x;= (&)

in this case the sum of squares of weight coefficients v,
shall have a unit value.

New variables pc, pc,, ..., pc, are created such that
the following conditions [9] are fulfilled:

4 the first principal component pc, has a maximum
possible sampling variance sVar(pc));

4 variable pc, is uncorrelated with pc, and has a maxi-
mum possible sampling variance sVar(pc,);

4 variable pc, is uncorrelated with pc,, pc, and has a
maximum possible sampling variance sVar(pc,),

4+ etc.
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To reduce the number of columns in Table 4, it is suf-
ficient to omit the variables which have the least weights
in the linear combination (5).

The number of columns in the new table is calculated as
a product of the number of columns in the old table and
parameter m, where m € (0, 1]. It is found that if parame-
ter mvaries from 0.02 to 0.1, the quality of the algorithm’s
work slightly varies. Values m exceeding 0.1 increase the
computational cost of the subsequent operations. The
most rational value of parameter m equals 0.03.

The principal component analysis (PCA) is also im-
plemented in the machine-learning library scikit-learn.

The fourth stage is to measure commonality of two vec-
tors. After implementing the third stage, the number of
columns in 7able 4 was reduced, but the number of rows
remained unchanged. Each row corresponds to a spe-
cific text (document) d and is considered as a vector.

The most popular method of measuring the commo-
nality of two vectors is to find the cosine of the angle
between them [7]. The higher the cosine value, the more
similar are the vectors.

For the convenience of further use of clustering algo-
rithms, the cosine value is subtracted from the unit. The
result is a matrix of cosine distances A:

a; =1-cos(d,,d). (6)
Finding the cosine of the angle between two vectors is
implemented in the data analysis library scikit-learn for
Python programming language.
It is important to note that the value of the cosine does
not yet allow us to judge whether the two items are se-
mantic duplicates.

The fifth stage is to cluster the vectors. The items that
fall into the same groups are semantically similar, and
the appropriate vectors form clusters.

To cluster vectors d, agglomerative hierarchical clus-
tering is used. The purpose of this clustering is as fol-
lows. First, each vector corresponding to a text item is
treated as a separate cluster. The distances between these
clusters are contained in matrix A obtained in the fourth
stage of the algorithm.

Then the merge process is started. In each iteration,
a new cluster W= U UV instead of a pair of the closest
clusters U and V' is formed. The distance from new clus-
ter W to any other cluster S is calculated by the Lance—

Williams algorithm [10]:
RW,S)=a,R(US) +a,R(V,S) + )
+BR(UYV) +y|R(U,S) -R(V,S)|.
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where distances R(U,S), R(V,S), R(UV) and numeric
parameters a,, a, f, y are calculated by the nearest
neighbors algorithm [10]:

RW,S)= min o(w,s),

1 1 1
== =5, f=0.7y=-7".

®)

The process of merging clusters is terminated when
the distance between two clusters exceeds a certain value
of parameter r.

This agglomerative clustering algorithm is implement-
ed in the machine learning library scikit-learn.

The agglomerative clustering algorithm presented en-
ables us to find pairs of semantic duplicates and combine
them into groups.

4. Numerical experiment

Within the numerical experiment, the algorithm qual-
ity was evaluated taking into account, on the one hand,
the ability to classify text item pairs as semantic dupli-
cates, and on the other hand, the ability to cluster the
duplicates found.

To evaluate the algorithm abilities to combine items
into sense-groups, i.e. assessment of the clustering qual-
ity, the adjusted Rand Index (ARI) [11] and the Adjusted
Mutual Information Index (AMI) are applied [12].

The ARI and AMI indexes present a measure of agree-
ment and a measure of similarity between two partitions
of a set of objects, respectively.

The classification of items was evaluated according to
the following metrics: accuracy (P), completeness (R)
and F-measure — a harmonic mean between the accura-
cy and completeness [13]. Using these metrics, the algo-
rithm’s ability to classify pairs of text items as semantic
duplicates is determined. For convenience of perception
of the classification results, let us designate a class of du-
plicates by digit 1, and a class of non-duplicates by digit 0.

Let us give an example. If two items that fall into the
same group have the same dup in Table 2 (class 1), then
the classification has been done correctly and seman-
tic duplicates (class 1) are found. This classification is
called true-positive (TP).

Another example. Two items are classified as semantic
duplicates (class 1), i.e. they fell into one group. In this
case, these items have different dups in Table 2 (class 0).
This goes to prove that the algorithm incorrectly classi-
fied this pair of items. Such a solution is called a false-
positive (FP).
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A true-negative TN and false-negative FN classifica-
tion are distinguished.

The above classification types and selected metrics are
related by formula (9):

TP

po_TP_ TP
TP+ FP

R= , P-R
TP +FN

F=2 N )
P +R

The metrics considered and quality indexes are imple-
mented in the machine-learning library scikit-learn.

The main part in evaluating algorithm quality is played
by clustering parameter », which is determined by the
agglomerative clustering. It is obvious that the optimal
value of parameter » depends on the individual features
of the corpus of short news items. A value that maximiz-
es the F-measure in class 1 is considered to be an opti-
mal value r for a separate corpus. It is worth noting that
the term “optimality” is used in the narrow sense. This
means that resulting values » are optimal only for certain
algorithm setting parameters. For other setting param-
eter values, the optimum values may vary.

Therefore, an answer to the question “How much
does the value of parameter » depend on these features,
and can it be predicted?” is of practical interest.

The first stage of the experiment consisted in empiri-
cal selection of such a value of clustering parameter r,
at which the F-measure in class 1 reaches its greatest
value. It is class 1 that determines the algorithm quality,
inasmuch as by virtue of the specifics of the data under
study, the completeness and accuracy in class 0 are al-
ways close to unit.

Figure 1 depicts a graph of variance of selected met-
rics (accuracy, completeness, F-measure for class 1)
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- T T T

. .
101 . i
08+ i
06+
041 \
02-

0.0 i

- 02 T T T T T
0 1 2 3 4 5 6

Precision ~ eeeee Recall  eceee F1-score

eeeee Recyll

Fig. 1. Quality of classification (class 1) of pairs of corpus items

depending on the values of clustering parameter  for a
random text corpus from the collection under study. The
graph has a pronounced discreteness. This is due to the
peculiarities of the agglomerative clustering: since each
value of parameter » determines the distance between
the clusters, and a number of clusters is limited, then the
metrics quality values can vary only on a certain limited
set of values of clustering parameter .

Table 5 depicts values of the classification metrics, val-
ues of the clustering metrics for each corpus ¢, and ap-
propriate values of parameter r.

Table 5.
Matrix values

Algorithm quality

P R F

ARI
855 0.93 0.75 0.83 0.83 0.83 2.05
2117 0.78 0.91 0.84 0.84 0.90 2.79
6056 0.66 0.67 0.67 0.67 0.76 3.59
7553 0.87 0.65 0.74 0.74 0.75 3.68
4142 0.69 0.83 0.75 0.75 0.769 | 3.88
2934 0.80 0.76 0.78 0.77 0.84 3.02
5093 0.75 0.77 0.76 0.76 0.82 3.44
6478 0.79 0.69 0.74 0.74 0.73 3.35
6869 0.72 0.76 0.74 0.74 0.83 3.89
6350 0.77 0.63 0.69 0.69 0.79 3.61
7097 0.73 0.72 0.73 0.73 0.77 3.78
6496 0.73 0.62 0.67 0.67 0.68 3.31
8366 0.7 0.73 0.72 0.72 0.81 4.04
11745 0.76 0.67 0.7 0.7 0.72 4.01
11106 0.79 0.75 0.77 0.77 0.79 420
7568 0.77 0.64 0.70 0.70 0.70 3.47
12221 0.76 0.74 0.75 0.75 0.80 4.46
10472 0.7 0.76 0.73 0.73 0.78 415
6467 0.76 0.78 0.77 0.77 0.83 3.72
4534 0.86 0.76 0.81 0.81 0.82 3.29

The data analysis in 7able 5 makes it possible to draw
the conclusion that if the value of clustering parameter r
is chosen correctly, then the algorithm quality can be es-
timated as good. However, the value of parameter 7 can
vary greatly for each corpus.

The second stage of the experiment consisted in find-
ing the dependence of the value of clustering parameter
r on the individual features of the corpora of short news
items.
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Individual features of the corpus of short news items
can be determined by values of the following parameters:

— p, is the number of items in the corpus;

— p, is the average length of items;

— p, is the most widely used (mode) length of items;

— p, is the average number of unique words in the items;
— ps is the mode of the number of unique words in the
items;

— p, is the total number of unique words in the corpus;

— p, is the number of columns of TF-IDF matrix
(Table 4);

— p, is the clustering parameter r.

Among the values of the parameters obtained during
the experiment, some regularities were detected.

For example, with an increase of the number of items
in corpus p,, the clustering parameter r as a whole also
increases (Figure 2).

Figure 3 depicts a growth trend for the optimal value
of parameter » with the increase of a number of unique
words in corpus p,.

Figure 4 depicts a dependence diagram of the optimal
value of parameter r from p, — the number of columns in
the TF-IDF matrix.

Two models will be used to predict the values of clus-
tering parameter  based on the values of input variables
D, ..., p;: the multilinear regression model and the neu-
ral network model (MLP i-4-o, hidden, output), where i
is the dimension of the input value vector, /4 is a number
of neurons in the hidden layer, o is a dimension of the
output vector, hidden is an activation function of the
neurons of the hidden layer, oufput is a function of acti-
vating neurons of the output layer.

The multilinear regression model appears as follows:

px:ﬂ0+ﬂ1pl+ﬁ2p2+”'ﬁ7p7+67 (10)

where ¢ is a random component, error;
S, — unknown parameters.

The unknown parameters E of model (10) are esti-
mated by the least-square method. For testing the model
quality, the sliding control procedure for individual ob-
jects (leave-one-out CV) [14, 15] was used: 19 observa-
tions, where each observation contains the values of pa-
rameters p,, p,, ..., p,, Were used as a training sample for
constructing the multilinear regression model, 1 observa-
tion was used for monitoring, i.e. predicting parameter r.

Taking into consideration the fact that the collection
has 20 corpora with a total volume of about 135,000
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items, 20 iterations of cross-validation were carried out.
Table 6 depicts the cross-validation results for multilin-
ear regression model (10).
Table 6.
Cross-validation results
for multilinear regression model

Prediction evaluation

855 0.85 2.051 2.783
2117 0.89 2.793 2.480
6056 0.90 3.599 3.326
7553 0.91 3.689 4160
4142 0.92 3.889 3.217
2934 0.89 3.029 2.986
5093 0.90 3.441 3.631
6478 0.90 3.354 3.65
6869 0.90 3.895 3.588
6350 0.90 3.611 3.466
7097 0.91 3.787 4.159
6496 0.91 3.314 3.675
8366 0.90 4.043 3.787
11745 0.91 4.014 4432
11106 0.89 4.203 4.057
7568 0.90 3.476 3.617
12221 0.88 4.465 4.319
10472 0.90 4159 3.884
6467 0.90 3.721 3.616
4534 0.89 3.297 3.296

In the above Table, |c,|is the number of items in corpus
¢,;; R*is a coefficient of determination of the model built
based on 19 observations; r; is a real optimal value of the
clustering parameter in corpus; c,; ;, is a predicted value.

The neural network model is represented by a three-
layer architecture of the neural network, including an
input layer, a hidden layer and an output layer. The neu-
ral network was trained using the Broyden—Fletcher—
Goldfarb—Shanno (BFGS) algorithm, which allows us
to minimize the error sum of squares (sos).

To use the neural network model of the neural network
model, a preliminary processing of the input data is con-
ducted, which consists in scaling each input and output

variable according to formula (11), so that all values of
the variable belong to interval [0, 1]:

1

S —
pimax _pi’nl’l (1 1)

’ min
p/=0-6-p™ +0-p,,
where p* p!"™" are minimum and maximum values of
variable p;
D/ is a scaling variable.

Table 7 provides the cross-validation results for the
neural network model with architecture (MLP i-A-o,
hidden, output).

Table 7.
Cross-validation results
for the neural network model

MLP network Prediction estimation

configuration

855 7-12-1, log, log 0.97 2.051 2.818
2117 7-7-1, exp, exp 0.97 2.793 2.778
6056 7-6-1, tanh, tanh 0.97 3.599 3.597
7553 7-8-1, tanh, ident 0.85 3.689 3732
4142 7-7-1, tanh, log 0.86 3.889 3.662
2934 7-4-1, ident, ident 0.88 3.029 2.992
5093 7-10-1, log, tanh 0.80 3.441 3.585
6478 7-6-1, exp, tanh 0.96 3.354 3.444
6869 7-8-1, ident, log 0.75 3.895 3.855
6350 7-12-1, tanh, log 0.90 3.611 3.617
7097 7-12-1, exp, ident 0.98 3.787 3.785
6496 7-9-1, exp, exp 0.97 3.314 3.494
8366 7-11-1, tanh, exp 0.92 4.043 3916
11745 [ 7-11-1, log, ident 0.85 4.014 4113
11106 7-5-1, exp, log 0.93 4.203 4.203
7568 | 7-10-1, ident, tanh 0.90 3.476 3.539
12221 7-10-1, exp, log 0.95 4.465 4.202
10472 7-5-1, tanh, log 0.91 4159 4.004
6467 7-4-1, exp, exp 0.95 3.721 3.720
4534 7-4-1, log, tanh 0.92 3.297 3.286

Table & presents a comparison of the algorithm qual-
ity factors obtained for the optimal values of clustering
parameter r and the values predicted by the two models,
respectively.
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Table &. | able to classify items as semantic duplicates, and, on the

Comparison of the algorithm other hand, combine the duplicates found into groups

quality factors based only on the frequency characteristics of corpora
and texts.
Optimal value
P R F ARI AMI Conclusion
Min 0.66 0.62 0.67 0.67 0.69 This article presents an algorithm of retrieving seman-
Max 093 091 0.84 084 0.90 tic duplicates in short news items based on the idea of se-
mantic vector space [7]. With this approach, each news
Average 0.77 0.73 0.75 0.74 0.79 . . . .. .. .
item is considered as a point in the multidimensional
Multilinear regression space.
P R F ARI AMT For quality assessment, metrics are introduced which
evaluate the algorithm’s ability to classify the items as
Min 0.29 0.39 0.44 0.43 0.68 . . . .
semantic duplicates and combine the duplicates found
Max 088 | 095 | 08 | 081 0.84 into groups.
Average 0.68 0.71 0.67 0.67 0.77 It has been established that the algorithm quality de-

pends heavily on clustering parameter . The paper pro-
poses models which make it possible to predict parame-

Neural network model

P R F ARI AMI ter r based on the characteristics of the text corpus under
Min 055 0.63 0.64 0.64 0.69 study.
Max 0.86 0.95 0.84 0.84 0.90 The algorithm developed showed a quite acceptable
work quality.
Average 0.72 0.74 0.73 0.72 0.79

It is assumed that the algorithm work quality can be
improved by using methods that take into account the

Analysis of the results obtained makes it possible to | ¢ontext, for example, word2vec and doc2vec [16].

draw the following conclusions. For practical application of the proposed algorithm,

The values of the clustering parameter » obtained using
the neural network model allow us to increase the algo-
rithm quality and approach the optimal parameters taking
into account the preset settings of algorithm parameters.

The results of the numerical experiment confirmed
the fact that the proposed algorithm, on the one hand, is

the optimization method is also to be developed. That
will enable us to reduce the algorithm running time and
reduce the memory requirements. In the current algo-
rithm implementation, the time and memory require-
ments increase as a square of a number of items in the
text corpus. B
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AHHOTAUUA

B cratbe paccMoTpeHa 3ajauya, CBsI3aHHasl ¢ OOHApyXeHUEM ITyOJMKalMi, CXOXMUX IO CMBICTY, a TakKxXe
MyOIMKALIMi, TOCBSIIEHHBIX OTHOMY COOBITHIO. OCOOEHHOCTh pelIaeMOil 3aJadyM 3aKJII04aeTcs B TOM, 4YTO B
KayecTBe IMyOJIMKaIIii pacCMaTPUBAIOTCSI KOPOTKYE HOBOCTHBIE COOOIICHUSI, CPEIHSIST IUTMHA KOTOPBIX COCTaBIISIET
40 cioB. 151 pelieHnst yKazaHHOM 3a1a4u pa3paboTaH alfOPUTM, B OCHOBY KOTOPOTO I10JI0XKEHa BEKTOPHAsI MOIEIb
CEMaHTHKM, TAe KaXIblii TEKCT paccMaTpyBacTCsd KaK TOYKAa B MHOTOMEPHOM TpocTpaHCTBe. IIpeobGpazoBaHuie
KOpIlyca TEKCTOB B MaTpully npousBoautcst ¢ nmomoiubio Mepbl TF-IDF. HeoOxonuMo OTMETUTB, UTO Jaxke s
HeOOoIbIIMX KoprycoB (00beMoM mopsimka 800 cooOlIeHMi) pa3MepHOCTb BEKTOPHOTO IIPOCTPAHCTBA MOXET
npeBocxoauTb 2000 KOMITOHEHT, a B CpeIHEM pa3MEepHOCTb cocTaBsieT 0KoJIo 8500 KoMmoHeHT. 1151 coKkpalieHus
Pa3MepPHOCTH MPOCTPAHCTBA UCITONB3YETCS METO/ INIABHBIX KOMITOHEHT. Ero mpuMeHeHre 103BOoIIsIeT paliMOHAIbHO
COKPATUTh Pa3MEPHOCTb ITPOCTPAHCTBA M OCTABUTB OKOJIO TPEX ITPOIICHTOB KOMITOHEHT OT MX MCXOIHOTO KOJIMYEeCTBA.

B cokpallleHHOM TIpOCTpaHCTBe s OObENMHEHHWSI BEKTOPOB B KJacTepbl MPUMEHSIETCS arioMepaTUBHask
HepapxuyecKast KiacTepu3alns 0 aaroputmy Jlanca— YuibsiMca, KOTOPBIi 3aITyCKaeT IIPOLIECC CIUSIHIUS KJIaCTEPOB.
CIsiHUE KJIACTEPOB IMPOM3BOAMTCS C TTOMOIIBIO BEIYMCIIEHNS PACCTOSHUS MEXIY OIVDKAUIIMMU 3JEMEHTaAMU 3THX
KiactepoB. [Ipoliecc causiHKs KIacTepoB IIPeKpallaeTcsl B TOM CIydae, €CJIM PACCTOSTHIE MEXIY IByMsI KJIaCTepaMu
MPEBBIIIAET HEKOTOPOE 3HAUCHHE 7.

[Ipy mpoBeneHUU YMCICHHOTO 3KCIIEpMMEHTA IIOCTPOEHAa PerpecCHMOHHas MOeNlb, ITO3BOJISIONIas HaUTh
HaurboJiee MoAXoIsIlee 3HaYeHUE ITapaMeTpa I IJIsk KaXI0ro KopIyca coo0IeHmii. B kauecTBe MCXOMHBIX JAHHBIX IS
MPOBEACHUS YUCICHHOTO SKCITEpPUMEHTA UCIOJIb30BajIach KOJJIEKIIUS KOPOTKUX HOBOCTEI, OOIINIT 060heM KOTOPHIX
COCTaBJISIET OKOJIO 135 ThICSIY COOOIIIEHMIA.

Pa3paGoTaHHBIi aJITOPUTM MMEET JOCTATOYHO BBHICOKME IOKA3aTeIM KauyecTBa, KOTOPhIE YYUTHIBAIOT, C OQHOI
CTOPOHBI, CIIOCOOHOCTh KJIaCCU(UIIMPOBATh TMaphl TEKCTOBBIX COOOIIEHUI KaK CeMaHTHUYEeCKHME OYOJMKATHI, a C
TIPYToii — CIOCOOHOCTh OObEAMHSAT HaliIeHHbIE 1y OIMKAThI B TPYIIIIHI.
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Abstract

In universities and technical colleges with relevant IT qualifications in one semester multiple streams,
courses and specializations can use software products for training purposes. IT services of universities
should deal with the challenge of creating the infrastructure of educational applications that can support
the educational process. We note that the number of specializations which study information technology
are growing every year (for example, in HSE there are disciplines-minors, which can enroll students coming
from any field). Also in the recent years, online courses have started to become popular. If the load is not
planned ahead taking into account future trends, the power of even the most high-tech infrastructure will
be insufficient. Calculation of the corresponding load on the infrastructure must be made in the planning
process of the disciplines, so that we can reserve appropriate facilities, and thus organize an effective learning
process.

Software developers use a variety of benchmarking tools that are complex and do not provide the
necessary information for the participants of educational process planning.

This article discusses the construction of a simulation model that supports the educational process
planning. The simulation is carried out using the capabilities of the tool AnyLogic 7. The aim of this work is to
develop a simulation model designed to estimate the load on the information system used in the educational
process. In addition, besides the description of the model, the article presents the results of calculations used
for various options of the information system (private cloud or on a server at the university). The simulation
results were confirmed by data obtained during practical classes at the university. This model gives us the
opportunity to plan the educational process in order to achieve uniformity of the load on the services. If
necessary, the model allows us to make a decision about the location of the educational information system:
on servers of the university or in a private cloud.
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IT infrastructure.
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Introduction

imulation [1—3] is widely used in various fields of

science and industry. In scientific publications we

see the results of the simulation of complex eco-
nomic [4], socio-economic [5] and technological sys-
tems [6].

Models of technical systems, in particular, allow
us to estimate the load on the server hardware. Simi-
lar problems arise, for example, in the implementa-
tion and operation of corporate information systems.
In higher educational institutions, for the training of
students to work with corporate information systems
one can use the resources of private cloud or cloud
server infrastructure. For effective practical training,
staff involved in the planning of the educational proc-
ess must have information about the load on its infra-
structure. Such assessment is particularly large at the
stage of educational planning and curriculum devel-
opment. Uniform distribution of load on the equip-
ment during the school year helps to avoid disruptions
when working and, as a result, affect the efficiency of
study time.

Specialist supporting the

1. Formulation of the problem

In Figure 1, we see the planning process of disciplines
for which teaching requires equipped computer classes
and access to specialized software types — ERP, CPM
and CRM.

For educational institutions, leading Russian and for-
eign vendors of software provide facilities for the use of
software products from a private cloud that eliminates
the need to install, purchase licenses, create infrastruc-
ture, access, etc. The capability is limited and, as prac-
tice shows (Table 1), does not always provide stable, pro-
ductive work while training a large number of students in
one period.

In universities and technical colleges with relevant IT
qualifications in one semester multiple streams, courses
and specializations can be adapted to work with software
products. IT services of universities should deal with the
challenge of creating the infrastructure of educational
applications that can support the educational process.
We note that the number of specializations which study
information technology are growing every year (for ex-
ample, in HSE there are disciplines-minors, which can

Manager of educational
program
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\

1. To schedule
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in the curriculum

educational process of the
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Fig. 1. The planning process of disciplines
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Table 1.

The observed performance of cloud services

Service provider Software The number of trainees Time of the service Time of slow
(vendor) in the semester unavailability (days) service (days)
SAP SAP ERP 5 10
1C 1C:Manufacturing Enterprise 400 15 35
Management (ERP Solution)

enroll students coming from any field). Also in the re-
cent years, online courses have started to become popu-
lar. If the load is not planned to take into account future
trends, the power of even the most high-tech infrastruc-
ture will be insufficient. Calculation of the correspond-
ing load on the infrastructure is necessary to perform the
planning process of the disciplines. This allows us to re-
serve appropriate facilities, and thus to organize an ef-
fective learning process.

Software developers use a variety of benchmarking
tools that are complex and do not provide the necessary
information to participants in planning the educational
process.

The aim of this work is to develop a simulation model
designed to estimate the load on the information system
used in the educational process.

To achieve this objective, the following tasks are solved:

4 the definition of simulation parameters for simula-
tions which will provide the information necessary for
participants of the process of planning the educational
process;

4 the development of a mathematical model and its
implementation in AnyLogic 7;

4 experimental design and comparison of results with
real observations.

2. Assumptions of the model

The simulation model relies on several assumptions
which are proved practically throughout the period of
use of the ERP system.

Assumption 1. Practical classes attended by students
who pass the completed tasks at a different time. By the
duration of tasks, students can be divided into groups as
follows:

<> executes the exercises in time:

<> performs tasks beyond the classroom (or earlier);

<> performs tasks in time (if the student has not com-

pleted the practice during the lessons, the task runs in
extracurricular time up to the next class);

<> performs the task with a delay:

<> performs tasks one week after the deadline;
<> performs tasks two weeks after the deadline;

<> performs tasks for a few days before the exam at the
end of the semester.

Assumption 2. We assume that students are ready for
practice and the execution time of the task affects only
the performance and availability of the service. The fol-
lowing service parameters:

<> slower application performance (the majority of
users of the system are waiting while performing opera-
tions):

<> during class;

<> in extracurricular time;

<> application unavailability:

<> during class;

<> in extracurricular time.

Assumption 3. Executing time varies for practical tasks
in the various service states. For example, the estimated
execution time of the user under the following condi-
tions: the service is available and running slow — 2 hours,
service is available and running fast — 1.5 hours.

Assumption 4. The performance and availability of the
service provided by the resources of the server.

Practical classes on “Corporate information systems”
and “Information systems management” are taught at
the Higher School of Economics (HSE) between Sep-
tember to December 2016. At this period of training
with the use of a cloud service, the tasks were carried out
by 400 undergraduate students of senior courses.

The students were divided as follows:

<> 240 4th year students of “Management” carried out
practical classes in groups with a maximum number of
15 people — 16 subgroups;

<> 160 3rd year students of various disciplines in the
framework of university discipline (minor) performed
work in groups, with a maximum of 32 people — 5 sub-
groups.

It should also be noted that the students had no
previous knowledge of corporate systems and had no

BUSINESS INFORMATICS No. 2(40) — 2017
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practical skills to perform practical tasks based on ex-
perience. However, they had received the necessary
information from the teacher at the beginning of the
class. This clarification eliminated the connection be-
tween previous skills of work and completing practical
tasks on time.

Assumption 5. If the service is available and the ap-
plication works well or slowly, the student can perform
the task during class time or perform it in extracurricu-
lar time.

Assumption 6. In the organization of ERP systems in
the university infrastructure, the resources of a single
server will be used to support the performance and avail-
ability of the two applications.

For modelling purposes, there are several practical
scenarios to be performed by groups of students on
ERP systems of different vendors (or one vendor); the
systems use the resources of a single server. Thus, it
is possible to imagine a model as a queueing system
[7, 8] in which there are three sources (students per-
forming scenarios), the request queue from two infor-
mation systems and the one server that will handle the
requests.

As instrumentation for modelling using the function-
ality of AnyLogic 7 [4].

3. Features and key
design parameters of the model

3.1. Calculation of the values
of various time parameters by individual
characteristics of students

Students attend classes on a schedule; the number of
those who come to classes is displayed at blocks Main_
Dis, Sub_Dis, Second Dis. Those students who arrive
enter in the queue which simulates students waiting
while the lecturer explains the instructions for execut-
ing tasks, gives the theoretical basis and so forth. (block
wait 1, wait2 or wait3) (Figure 2).

The length of time the teacher explains the material 7
is a random value distributed in the range of 10—30 min-
utes, depending on the rank » > 0 (complexity of chal-
lenge):

7, = U(10,30)-§, (1)

where U(10,30) is a function of the uniform distribution
with parameters 10, 30.

After the teacher’s explanation, students begin prac-
tical training with a certain time delay T,.”, ie{l,...,n},
which depends on the speed of task execution, which is
individual for each student (Formula 3).

[ schedule 1
Second_Dis waitt (
Main_Dis waito buffer_wait Q data6 ExerciseExecution
oo ——
wait4 failure
o Buffer J
=\ £3
G datal (
Sub_Dis wait3
0 data7

é’ statistics
é’ statistics
) 02 statistics2

QO dauto

Fig. 2. The logical scheme of the simulation model
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The execution speed of the task (k,) indicates the per-
centage of lesson time that the i-th student is busy ex-
ecuting it. Let the variable d time of class, then the fol-
lowing formula is fair:

4 to compute the time during which the i-th student
busy completing tasks in class:

’
T, =kd-1,

(2

4 to calculate time delay before starting the execution
of the task by the i-th student:

7/ =(-k)-d. &)

Time of class can be calculated as the sum of the time
parameters:

d=71,+1/+1/ 4)

When a student enrolls in one of the blocks (Main_Dis,
Sub_Dis, Second Dis), a value of execution speed is as-
signed which is calculated in the following way: choose a
random uniformly distributed number from the interval
[0, 1), which is multiplied by 100.

The smaller the value k,, the less time the student is
busy performing practical tasks T,.' and the more time T,-”
is delayed before starting the task.

Example 1. Let students solve the task, the complex-
ity (rank) r = 2. According to Formula 1, calculate the
time explaining the t,ask,py the teacher 7, = 30 min. Cal-
culate parameters 7, ,7, of the model for two students
(i=1, 2). Assume that the speed of execution of tasks of
the first and second students k, = 0.85, k, = 0.4. Then,
after the class time d (2 hours 40 minutes) the first stu-
dent may be busy performing tasks within the time

7,=0,85" (2 h. 40 min.) — 30 min = 1 h. 46 min.,
and the second student during the time

TZ' =0,4-(2h.40 min.) — 30 min. = 34 min. (Formula 2).
Thus the time delay before starting the job for the first
student is 7,"= 24 minutes, and for the second one —

Tl” = 1 hour 36 minutes (Formula 3).

The result of simulation experiments to establish the
number of students able to perform the practical task of
rank 7 for the class and those who require out-of-class time
for self-study work, the following notation is introduced:

t,,1,—start and end time of the j-th class, j € {1,..., m},
where m is the number of classes;

t,— the time of the completion of the j-th job by the
i-th student (tij >0);

z — calculated (reference) execution time of the task
(constant, determined by the teacher);

BUSINESS INFORMATICS No. 2(40) — 2017

— the probability that the i-th student is po-
tentially able to perform the j-th task:

i\vij>"i

& (o)

(&)

Lifz<7’and 4, <1,
g,‘(t,'jnT,'):

0,ifz>7/ and (z <7/ and ti>tjz).

Example 2. Based on the calculations given in example
1, determine which of the two students is able to per-
form the first (j = 1) task whose rank is r = 2. Let the
class begin at the time L= 12 hours 10 minutes, end
in a moment t, = 15 hours 00 minutes, while the esti-
mated execution time of the task defined by the teacher,
is z= 1 hour 40 minutes. The first student completes the
task at the moment 7, = 14 hours 50 minutes. Apply-
ing Formula 5, we get: g (7, T]') =1 (1 h. 40 min. <1 h.
46 min.; 14 h. 50 min. < 15 h. 00 min.). For the sec-
ond student, the first parameter does not matter, since
z=1h.40 min. > 7,"= 34 min,, g(%,,, 7,) = 0. Thus, of
the two students, only the first will be able to perform
the task in class, and the second will require extracur-
ricular time.

Students who require time for extracurricular activi-
ties (g (7, rl.') = 0, the block Buffer), can enter the system
to finish exercises not completed in the normal time of
classes d. Login (block wait_buffer) extracurricular time
occurs through certain time intervals that are distributed
exponentially. The number of logons (number of hits in
the buffer) of the i-th student to complete practical tasks
is determined by the formula (square brackets mean that
only integral part is taken):

c=[i,—1]-100.
T.

i

(6)

Student i completes a practical assignment and is re-
moved from the buffer after he enters the system c times.

Example 3. In example 2, it is shown that one of the
students will require extracurricular time to complete job
1. In order to determine how many times the student will
be able to define the extracurricular time, calculate the ¢
parameter. As the value of the parameter used, we take the
value calculated in example 1. Perform the calculation:

c= [”’Lr,m“‘—l]-loo = 100.
34 min.

3.2. Calculation of influence of indicators
of reliability of the computing infrastructure
of the cloud service educational ERP system

at various time parameters

The real computational infrastructure that supports
the educational ERP system cloud service is opaque,
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and this presents difficulties for developing a simula-
tion model. Among the scientific works dedicated to
the topic of computing system architectures we high-
lighted the publications of V.G. Khoroshevsky [6],
which presents the method of calculation of indica-
tors of reliability and feasibility of the solution of tasks
using computer systems. Assume that the computing
infrastructure of the cloud service corresponds to the
architecture of the computing system with structural
redundancy [6].

This computer system looks to the user as a virtual
system having the number of elementary machines [6],
which power allows us to carry out the implementation
tasks, appropriate ranks (tasks of appropriate difficulty).
Use the techniques of [6], assuming that the rank of a
task is the number of elementary machines that balanc-
ing the load while practice is executing with the maxi-
mum number of users.

The essence of this assumption is the following: if
there is a possibility that practical exercises (tasks) are
executed simultaneously by multiple users (students),
it means that some elementary machines are required
for the implementation of the solution of the task. The
number of elementary machines (EM) equals the rank
of the task. Theoretically, it should always avoid a situa-
tion of significant load (for hours, days and so forth) on
computing infrastructure as follows from observations
of the delivery of practical tasks within the discipline
providing for the execution of works with the use of the
software.

Let R(#), U(¢) — is a function respectively of reli-
ability and recovery of a system with structural re-
dundancy. The mean uptime and mean time to repair
computing system (CS) can be calculated by the for-
mula [6]:

(7

®)

If average uptime decreases, then T,." (average delay
time before the start) increases, and ri'(time of occupa-
tion of the student in class) is reduced. Also, for a given it
is true that the average number of students who will per-
form tasks during the class will decrease, while the av-
erage number of students who require out-of-class time
will increase. Thus, when the average uptime is reduced,
the buffer will be on average higher than when operating
in failover mode.
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3.3. Determination
of the influence of the intensity
of the task flow at
different time parameters

Suppose that the computational system of cloud serv-
ice is running in the maintenance mode task flow. Then
the simplification of the General case can be consid-
ered [6]. In the general case, there are tasks of different
ranks 1 < r< N, where N — the number of elementary
machines (EM) in the computational network (CN).
One or more subsystems are allocated for each rank to
load balancing of EM, the number of which is equal
to the corresponding rank. To determine the feasibil-
ity of the task solution, we must calculate the following
parameters: mean of the number of tasks in the system
and the number of occupated EM [6, 9].

Let’s consider two cases:

4 case 1. The task flow has a weak intensity. The
case corresponds to a situation in which there are a few
groups of students, and the stream of parallel sessions is
not present. This case is simple, so it does not require
careful consideration and conducting simulation experi-
ments;

4 case 2. Task flow received on CN has a high intensity.
For example, groups of students have greater numbers,
while classes are held in several concurrent streams, and
there is a probability of the maximum load on a compu-
ter system.

Case 2 is the subject of experiments in the simulation
model.

4. Experimental design

For the solution of practical problems in the assess-
ment of the load on equipment and software when car-
rying out the practice, you must calculate and compare
the indicators, carrying out the discipline under differ-
ent conditions.

There has been designed a series of experiments which
allow outputting under the following options of the or-
ganization of the discipline:

<> experiment 1: These are a cloud-based service for
one discipline with one stream of students;

<> experiment 2: it is infrastructure for a single disci-
pline and two streams of students;

<> experiment 3: it is infrastructure for two disciplines
(advanced experiment 2).
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4.1. Experiment 1.
Practical exercises are performed using
the ERP system in the cloud

Conditions:

e the first week — 2 EM works that allow loading bal-
ance while simultaneously running 30 users on the les-
son, the students perform the task with a rank of 2;

o the second week — the service has been work slowly,
the number of EM decreases to 1, students perform tasks
with a rank of 1;

e third and fourth weeks — the service is unavailable
the first half of the total time, the second half — one EM
runs, students perform the task with rank 1.

4.2. Experiment 2.
The practical exercises are performed
using the ERP system supported by the server
infrastructure of the university

Conditions:

e server infrastructure supports two EPR systems of
different manufacturers used to carry out practical tasks
in two parallel groups of students (discipline 1) at the
same time; the number of EM in infrastructure is equal
to 2; it supports 30 users.

e the maximum rank of the tasks that can be per-
formed by students — 1; the maximum number of stu-
dents per group should not exceed 15.

4.3. Experiment 3.
An extended version of Experiment 2

Conditions:
e conditions of the 2nd experiment;

e discipline 2 is taught at the university and students
perform practical exercises using the ERP system sup-
ported by the server infrastructure of the university;

e days of discipline’s classes does not coincide with the
days of classes 1;

e students were learning discipline 2 and had not ful-
filled the task during the basic training; they can come in
to finish the job in extracurricular time;

e time of entrance of students into the system of extra-
curricular time is random.

In the process of conducting each experiment was per-
formed ten runs, the averages presented in Table 2.

4.4. Analysis of experimental results

The indicators “average delay before starting the
task”, “residual in buffer”, “the number of failed exer-
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cises” in the experiments 2 and 3 (7able 2) are consider-
ably lower compared to experiment 1. In addition, you
should also note that experiments 2 and 3 conducted for
two and three simultaneous streams, and the number of
assignments at the end of period per stream on average
were almost 1/3 greater than the value of the same indi-
cator for experiment 1 (7able 2).

Thus, the discipline carried out with the use of a cloud
service ERP system is inferior by most measures to the
options used the infrastructure to support the educa-
tional applications.

5. Comparing modelling results
and the actual observations

Accumulated valuesoftheindicators of Table Iwere ob-
tained as a consequence of the simulation experiment 1.
Figure 3 presents the results of one run, where Num-
Studl — number of tasks executed in the class; Num-
Stud2 — number of tasks executed before the deadline;
NumStud3 — number of tasks executed with 1 week de-
lay; NumStud4 — number of tasks executed with 2 weeks
delays; NumStud5 — number of tasks that were not ex-
ecuted.

The conditions of the experiment 1 correspond to
conditions in which there were practical lessons on the
discipline “Corporate information systems” in the first
semester. To determine where the data were obtained
in the simulation result was reliable. Experiments were
carried out to verify via actual observations. We made
ten runs in experiment 1; the obtained average values
for the totality runs for one of the simulated indicators
(NumStudl), and the actual observations are shown in
Figure 4. The comparison shows that the discrepancy
between the results of numerical experiments and the
actual data does not exceed 6.5%.

Conclusion

This article has demonstrated an approach which is
based on the use of simulation models for evaluating the
load of the software which is being used during practical
classes at the university. The problem of estimating the
burden on the software is relevant for specialists involved
in planning various aspects of academic disciplines us-
ing “heavy” software, for example, teachers, managers,
curriculum specialists. Existing approaches are designed
to measure the load at the beginning of the introduction
or optimization of the already existing information sys-
tems. These are complex and at the same time do not
provide the necessary information.
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Table 2.

The experiment results

Indicator

Number of experiment

1. Average indicators for the modelling period from 22.09.16 12:10 to 15.12.16 15:00

Speed of task execution (general) 0.605 0.597 0.592
Estimated time of student’s occupation in class (hours) 1.36 0.96 0.95
Delay before starting the task (hours) 3.21 0.48 0.52
Task’s explanation by the teacher (hours) 0.5 0.5 0.5
Number of tasks executing in extracurricular time (buffer) 32 12 30
Length of time between re-logins (minutes) 49 19 18
Number of system calls in extracurricular time 3 2 2
Uptime of the system (mean time to failure) (days) 12 30 30
Time during which the task is done in class (hours) 14 14 14
Dl b totonof b ko s s,
Length of time from the end of classes before the deadline (days) 2 2 2
EfU{a\xggko(f dtgist)ask’s execution in extracurricular time with a delay 425 302 379
Duration of the task’s execution in extracurricular time with a delay 15 0 0

of 2 weeks (days)

2. Accumulated indicators for the modelling period from 22.09.16 12:10 to 15.12.16 15:00

Number of tasks carried out in class 133 321 (160 tasks per stream) | 467 (155 tasks per stream)
Number of tasks completed before deadline 48 291 (145 tasks per stream) | 210 (70 tasks per stream)
Number of tasks that were completed 1 week late 57 172 (86 tasks per stream) | 480 (160 tasks per stream)
Number of tasks that were completed 2 weeks late 63 0 0

Number of failed tasks 23 35 (17 tasks per stream) 68 (22 tasks per stream)

3. Residual indicators at the end of modelling period 15.12.16 15:00

Tasks to be done in extracurricular time (buffer)

141

111 (55 tasks per stream)

170 (56 tasks per stream)

Completed tasks

301

784 (392 tasks per stream)

1157 (385 tasks per stream)

The model was developed based on an analysis of
the results of using the cloud services of ERP applica-
tions in the educational process. It relies on various
assumptions related to the influence of the infrastruc-
ture parameters (the server) on the duration of prac-
tical scenarios in ERP application. In fact, it can be
used when planning preparation of lesson plans, in-

cluding the calculation of the volume of practical tasks.
In addition to this, the model can be useful while defin-
ing the term in which it is possible to plan the teaching
discipline along with calculating duration, the load of
the teacher, the maximum number of students in the
group, defining the hosting infrastructure (private serv-
er, cloud service) and so forth. m
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AHHOTALHUA

B By3ax u Bry3ax ¢ mpodunbHbiMu MT-crielimanbHOCTSIMM B OJHOM CEMECTpe MOTYT oOydatbcsl padoTre ¢
MPOTrPaMMHBIMU TIPOLYKTAMU Cpa3y HECKOJIBKO MOTOKOB, KypcoB, crieuanbHocTeil. [loatomy nepen UT-cmyx6amu
YUeOHBIX 3aBElEHMIl BO3HMKAET 3ajaya Co3MaHMsl WHGPACTPYKTYPbl YUEOHBIX MPUIOXKEHUI, KOTOpas CMOXET
0o0ecrneynTh MOMIEPKKY yueOHoro npouecca. CienyeT yuuTbIBaTh, YTO YUCIIO CIIEHUATBHOCTE, HA KOTOPBIX U3YYalOTCs
UHOOPMAIIMOHHbBIE TEXHOJIOTUM, C KaXAbIM rofgoM pacteT (Hanpumep, B HWUY BIID npenogatoTcss IUCHMIUIMHBI-
MaifHOpPBI, Ky/la MOXET 3alucarbcs CTYIEHT C JI000i CrielMaaibHOCTH). Takke B MocjeaHee BpeMs MOMYJISIPHOCTBIO
CTaliM TIOJTb30BAThCSl AMCTAHIIMOHHBIE Kypchl. Eciv He ITaHMpoBaTh Harpy3Kky, TO C Y4eTOM OymyIIuX TPEHIOB,
MOIIIHOCTH JaXe CaMOI BBICOKOTEXHOJOTUIHOUW MH(PPACTPYKTYPHI OYIyT HETOCTAaTOYHBI. PacueT cooTBeTcTByMOMIEi
Harpy3ku Ha WHGPACTPYKTYpY HEOOXOOMMO TMPOU3BOAUTEL B TIPOIecCe TUITAHMPOBAHUS Y4eOHBIX TUCIUIUIAH, YTO
TO3BOJIUT BBHITIONHSTH PE3ePBMPOBAHNE COOTBETCTBYIOIIUX MOIIHOCTEN U TEM CaMbIM OPraHM30BaTh 3 EKTUBHBIN
Y4€eOHBIiA MpoLecc.

Pa3paboTyukul TporpaMMHOTO 00eCITeYeHsT UCTIONb3YIOT pa3IMyHble 06 HYMAaPKUHIOBbIE MHCTPYMEHTHI, KOTOPBIS
CJIOXKHBI U HE MTPENOCTABIISIIOT HEOOXOAMMO MH(OPMALIMU /ISl YYACTHUKOB TUIAHMPOBAHMST y4eOHOTO MpoLiecca.

B cratbe paccmarpuBaeTcsi TOCTpPOEHUE UMUTALIMOHHON MOJEIU MOAIEPXKKHU TUIAHUPOBAHUS YUeOHOTO IMpoiiecca.
MonenrpoBaHue OCYIIECTBIISIETCS ¢ UCTIOIb30BAaHUEM BO3MOXKHOCTe MHCTpyMeHTa AnyLogic 7. Llenbio naHHO# paboThl
SIBIISIETCST pa3paboTKa UMUTALIMOHHON MOJIENHU, TIpeTHA3HAYEHHOM I7TsI OTIEHKH HATpy3KH1 Ha TH(GOPMAIIMOHHBIE CUCTEMBI,
HCTIOb3yeMble B Xofie yaeOHoro mpoiiecca. [loMrMo orvcaHusi MOIeNy, B CTaThe MPUBEAEHBI PE3YIBTAThl PACUETOB C
€e MCIIONIb30BaHMEM TSI PA3IMYHbBIX BAPUAHTOB pa3MelieHrst THGOPMALIMOHHON CUCTEMBI (B YaCTHOM o0Jiake WIu Ha
cepBepe B YHUBepcUTeTe). Pe3ynsraTbl MoneTMpoBaHUsI MOATBEPKIEHBI JAHHBIMU, MTOTYYEHHBIMU B XO/I€ TIPOBEICHUS
MPaKTUIECKUX 3aHATHI B By3e. JlaHHas1 MoziesTb JaeT BO3MOXHOCTD IJIAHUPOBATh YUEOHBIH MpoLiece C LEeNbIo JOOUThCS
PaBHOMEPHOCTH Harpy3ku Ha cepBUCHL. B ciyyae HeoOXOOMMOCTM MOJETb TMO3BOJSIET MPUHSTH PELIEHHE O MecTe
pasMelleHus yueOHoi MHGOPMAaLIMOHHOW CUCTEMBI: Ha CEpBEpax YHUBEPCUTETa UM B YAaCTHOM OOJIaKe.
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Abstract

The agile project management approach has been considered to be one of the most popular approaches
for developing IT solutions. Use of this approach allows us to change the requirements at any stage of the
IT project, and one of the twelve principles of Agile Manifesto, — “Simplicity”, — promotes the use of a
minimum amount of project documentation. One of the disadvantages limiting the implementation in such
resource-intensive projects as Information Systems Projects (ISP) is the risk of exceeding budgets and time
limits. Therefore it is highly important to develop such a tool that will contribute in discussion and approval
process with the customer before changes are started so as to minimize the possibilities of changes at further
stages of the project.

This article investigates the possibility of applying holistic methods of the Enterprise Architecture (EA)
in order to support solutions design during an Information System Project, in particular, in the form of
documentation at the stage before implementation planning. The main aim of our research is to develop a
tool that will help the customer to understand the planned changes and will contribute in that their influence
on the already existing EA is taken into account. This article first reviews standards of IT project management
in the context of recommendations for “conceptual project” outcomes. Next, the results of interviews
conducted with IT consultants are presented. The proposed Architectural Solution (AS) is a document that
completes the stage of design and coordinating IT changes. It is based on the application of methods and
models from the field of EA. We believe this solution may be a sufficient document for coordinating projects
that are conducted under agile philosophy.
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IT solution, information system, Enterprise Architecture, modelling language.

Citation: Ilyin I.V., Grigoreva A.A., Zapivakhin [.M. (2017) Architectural Solution as a tool for planning and

approval of changes in projects for information systems implementation and customization. Business Informatics,

no. 2 (40), pp. 68—78. DOI: 10.17323/1998-0663.2017.2.68.78.



MODELING OF SOCIAL AND ECONOMIC SYSTEMS

Introduction

ffective IT project management is one of the key

factors that influences the quality of ending IT

solutions [1]. In current practice, various life cy-
cle models of information system (IS) development are
used and combined. Also, a tendency has been observed
towards the application of agile development methods in
software productions. One feature of agile development
methods is the lack of any requirement to consecutively
complete the stages of project execution, with interim
outcomes recorded in the form of project documenta-
tion [2]. Rejection of interim project documentation is
not fully justified by the risk of increased expenditures
on project management, which is relevant for the con-
tractor, as the customer is able to modify customer re-
quirements even in late stages of development [3]. At the
same time, excessive documentation also negatively af-
fects project expenditures.

In the competitive environment of consulting firms,
when each strives to satisfy customers’ requirements
to the greatest extent and adapt to the current situa-
tion, project management is viewed by contractors as
a sequence of “black boxes”, the contents of which are
opened during transition to the next phase of the project.
According to the Capability Maturity Model Integration
(CMMI) model, companies like this hold a position no
higher than the third maturity level [4].

In the same time, the quality of project management
processes is negatively influenced by the absence of the
project execution team’s understanding of the general
decomposed scheme of the customer company business
processes and their integration. For example, a specialist
responsible for the automation and support of one com-
pany process may not understand how a “subordinate”
process is related to and influences other linked business
processes. In further IS use, disregard for these pecu-
liarities can lead to uncontrolled changes in linked pro-
cesses that were considered autonomous in the project’s
execution phase. In our opinion, the abovementioned
problems may be prevented in the stage of planning, de-
sign and approval of project changes.

The aim of this study is to develop a tool that would
allow consulting companies to get customer approval for
planned IT changes within IS project before theier real
implementation, taking into account and coordinating
both parties’ comprehension of the aggregated diagram
of the business processes.

This article is structured as follows.

The first part provides a brief review of IT project
management standards containing recommendations

BUSINESS INFORMATICS No. 2(40) — 2017

and drafts of IT project documentation. This is fol-
lowed by the outcome of interviews with representatives
of consulting companies involved in SAP ERP/CRM/
Bl-based solutions development. In the second part, the
concept of an Architectural Solution (AS) is introduced
and recommendations for its documentation are put
forward. In the third part, a test of the proposed solution
is applied in the form of case study from retail company
practice. The article concludes with research findings
and lays the path for future research.

1. Research methods

This study employed a qualitative method of data
collection, summarization and analysis. Qualitative re-
search methods, unlike quantitative methods, are aimed
at a profound understanding of the situation in the con-
text of myriad interrelationships among events and phe-
nomena. Qualitative methods (analyses of scientific
papers and literature content, interviews for a detailed
understanding of the situation, observation of behavior,
etc.) are recommended in the work [5] as the most ap-
propriate approach to the development of new methods
in the information system area.

1.1. Literature review

In analysis of literature in the field of IT project man-
agement, we have also included Enterprise Architecture
Management (EAM) research literature, as Enterprise
Architecture (EA) projects are considered by research-
ers to be a kind of IS projects upon condition that end-
ing solutions provide system support to several organiza-
tion’s functional areas [6].

We have identified a line of research dedicated to the
analysis of factors that influence communications dur-
ing IT projects execution [7—12] within the design team
and with key involved stakeholders, while the project’s
Enterprise Architect role [8, 9], that is, the representa-
tive of the contracted company, is considered to be re-
sponsible for the maintenance of effective communica-
tions between business stakeholders and IT team.

As a tool for the support of the effective communica-
tions between IT and business stakeholders, the authors
[9, 10] have examined Enterprise Architecture models.
In work [12] they comply with three primary objec-
tives: documentation, analysis and planning enterprise
aggregate design. It is noted in [13] that the design and
state-of-the-art maintenance of models require signif-
icant effort and expense, therefore the production of
models of the required level of detailing must serve the
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purpose of the analysis [14] and meet the informational
needs of the stakeholders but not to the purpose of just
being.

Among the works of Russian researchers, it is im-
portant to note a work [15] that introduces the con-
cept of an EAM solution. The documented EAM so-
Iution contains three parts: the methodological block,
the technological block and the support and mainte-
nance block. Such an idea serves the goals of docu-
mentation necessary for the execution and submission
of architectural product documentation, including
the description of the customer’s organizational proc-
esses and the integration of the solution with diverse
company processes, as well as the transfer of recom-
mendations on the support and maintenance of the
implemented solution.

The documentation requirements in the context of an
agile approach to software product development were
considered in the works [16, 17], which recognize the
necessity of the creation of solution designs in docu-
mentary form. The factors critical for the success of IT
projects managed under agile principles are analyzed in
the works [18, 19].

To sum up, as a result of the literature review, it is es-
tablished that one of the factors that influences the suc-
cess of IT projects (particularly projects managed with
an agile approach) is communications during project ac-
tivity between IT specialists (the project contractor) and
stakeholders of various functional areas of the customer
company. The maintenance of effective communica-
tions and execution of IT projects facilitates the crea-
tion of presentation materials and documents. So far,
we have revealed a shortage of research focused on the
development of design documentation in the planning
and design solution approval phase. In our opinion, this
subject is given unjustifiably little attention, as compe-
tent approval of planned changes in EA before their im-
plementation phase decreases the likelihood of the in-
troduction of later project changes, thus influencing IS
project total cost.

1.2. Evaluation
of the current situation
in the area of IT solution documentation

This part of the article is dedicated to a review of so-
lution design documentation practices and standards,
which are used in IS-configured projects.

ADM TOGAE The Open Group consortium devel-
ops a set of independent standards in the EA area [20].
One of them is the Architecture Development Method,;
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its cycle is depicted in Figure 1. The primary document
of the architectural project (A-F ADM phases) is the
Architecture Definition Document (ADD). This docu-
ment describes various artifacts and perspectives of EA
as building blocks for the creation of a holistic concep-
tion of architecture organization. The sections con-
tained in the document include the project scope, goals
and objectives, architectural principles, current and tar-
get architectures in business, application, data and tech-
nological segments, a gap analysis, as well as transition
architecture creation and management.

Architecture
project

Preliminary

Arch|tecture
vision

H.
Architecture

B.
Business
architecture

Inform'ation
systems
architecture

Implementanon
governance

equlrements
management Jilied
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planning E.
Opportunities
and
solutions

Fig. 1. EA development method and TOGAF Architectural Project [20]

RUP (Rational Unified Process) [21] supports an it-
erative software development approach that subdivides
the software creation process into four main milestones:
Inception, Elaboration, Construction, and Transition.
Discussion and implemented solution choice is held in
the Elaboration phase. A combination of eight docu-
ments, which conclude this phase, are established in the
approach.

The GOST RISO/IEC 12207-2010 standard [22] reg-
ulates the life cycle process of the software development
and thus is the process standard. As indicated in the doc-
ument, “the standard does not establish documentation
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requirements in terms of its naming, format, specific
content and recording media. These decisions are to be
made by users of the standard” [22]. Annex C (Cyrillic: B)
of the GOST R ISO/IEC 15271-02 standard bears the
title “Classification of process output outcomes” and
determines the process output outcomes that should be
documented according to the requirements or recom-
mendations of GOST R ISO/IEC 12207. The devel-
opment stage allows for the creation of 37 documents
(plans, protocols, descriptions, procedures, etc.).

To conclude, the analysis of existing standards and ap-
proaches to IT project management presented earlier as
well discussed in works [23—26], revealed their redun-
dancy and inflexibility in the creation of documenta-
tion of every project phase. The choice of what and what
not to document is at the discretion of the business cus-
tomer and IT solutions contractor. Not one document
proposed in the considered IT related standards can be
used as wholly sufficient in IT project management be-
cause they mostly were developed with the aim of com-
plementing one another. The design of total EA accord-
ing to ADD TOGAF is an excessively resource-draining
process and is incompatible with agile philosophy.

1.3. Outcomes of interviews
with consulting IT firms

Following the analysis of information from theoretical
sources, we held interviews with representatives of Rus-
sian IT companies (KORUS, NOVARDIS, SOLMIX)
on the subject of difficulties faced by IT teams during
IS project execution. Interviews were held with con-
sultants and market leaders about SAP ERP/CRM/ BI
based solutions. Interviews were conducted with lead-
ers and managers who are in charge of communications
with high-level stakeholders as well as field consultants
responsible for more technical issues: system require-
ments gathering, their processing and transfer for fur-
ther development. In total, 12 people participated in the
interviews.

In terms of particularly significant threats for IT
projects, respondents cited the probability that projects
may exceed budgets and timelines (11 out of 12). Spe-
cialists also described problems in getting approval for
design changes caused by the customer’s incomprehen-
sion of planned changes (7 out of 12), the problem of
identifying and considering all interrelated processes
during the development of local solutions, as well as
problems with workflow, as large public enterprises are
demanding of the workflow that frequently are based on
government standards or internal strict methods. A total
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rejection of creating design documentation during the
implementation of ERP-based solutions seems highly
unrealistic to specialists (12 out of 12).

The interviews established the need for the creation of
a tool that in its documentary will be capable of record-
ing planned system changes and will be comprehensible
to the customer, by taking into account the influence of
ongoing changes in linked business processes.

2. Architectural Solution

In the first part of the article, it was revealed that,
on the one hand, multiple different approaches to IT
project management exist in practice, as well as a range
of supportive documents, each of which cannot be used
in agile project management as a single document fully
describing changes in IS. On the other hand, IT con-
sultants have revealed difficulties in getting customers
approval for changes at the design solution phase due
to customers’ frequent incomprehension of ongoing
changes and lack of consideration of all processes ad-
dressed by the new solution.

2.1. Architectural
Solution conception

In this part of the article, we introduce a new defini-
tion of the Architectural Solution (AS).

The Architectural Solution of an enterprise is an archi-
tectural domain model chosen and approved by all par-
ticipating company business processes owners, which
ensures maximum business competitiveness in a context
of company resource limitations.

An architectural model is a holistic enterprise systems
description characterized by a synergic effect achieved
through its business and IT elements [27].

The Architectural Solution is aimed at resolving a spe-
cific business issue, taking user and organization man-
agement needs into consideration, and is unique to each
organization. A documented AS confirmed with cus-
tomer concludes the design, planning and change ap-
proval stage in IS implementation / customization proj-
ects. The AS approval is not so much about receiving
the necessary signatures, than achieving the customer’s
comprehension of ongoing EA changes and their con-
sequences.

AS is a much narrower concept than Enterprise Ar-
chitecture (EA). Indeed, the EA target state is reached
due to the implementation of a set of specific ASs, and
they constitute the value of EA as a management tool for
governing organizational changes.
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In order to meet AS understandability requirements
for business stakeholders who are not IT specialists, it is
recommended to use visualization tools according to EA
management practice, as well as explanations in natural
language. Corporate architectural solutions, unlike soft-
ware architecture models (systems), cannot be written
exclusively in formal modeling and programming lan-
guages, as they are aimed at performing immediate busi-
ness objectives and should be comprehensible to internal
end-users and business stakeholders. Diagrams and de-
scriptions should not be too complex, formal or other-
wise inaccessible.

It is important to note a difference from the concept of
“Solution Architecture”, which is target system archi-
tecture: architecture that implies a technical description
of solution structure.

2.2. Documented AS

Generally, all fundamental project changes during IS
implementation / customization are approved by the
customer through the signing of corresponding docu-
mentation. The main task of the documentation is to
describe and fix planned changes approved by the cus-
tomer.

The AS document may be structured in the following
manner:;

4 the introductory part, process goals and objectives;

4 the list of process requirements, i.e. business, func-
tional and user requirements (the list of requirements
may vary depending on project goals);

4 the process model, input and output data: a visualized
part of the processes, such as an activity diagram;

4 the supporting systems model: set of systems, support-
ing the business processes, as well as infrastructure and in-
Jformation for IT specialists;

4 a description of how an executed process affects linked
business processes on an informational level;

4 information received from the customer about planned
tactical transformations in business activity and the con-
sidered domain.

After the execution and implementation of IS chang-
es, it is recommended to add information about what
was done more or less incorrectly to the “AS” document,
why this happened and how to manage this mistake from
now on.

This document structure is an expanded version of a
conceptual project from I'T company practice (sections
formerly not included in this document are indicated
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in cursive). The additions are based on the Enterprise
Architecture best practices and frameworks. As it was
previously mentioned, EA management functions in-
clude modelling and documentation of EA state and
IS systems to support organization’s evaluation and
transformation, decision-making process, means of fa-
cilitating cooperation between the design team and the
customer. Modelling in different views makes descrip-
tion comprehensible to a wide range of specialists [9,
12].

As it was previously mentioned, EA management
functions include modelling and documentation of EA
state and IS systems to support organization’s evaluation
and transformation, decision-making process, means of
facilitating cooperation between the design team and the
customer.

In conclusion we can infer that better comprehension
of ongoing changes from the customer’s point of view
may be achieved by implementing approaches from
Enterprise Architecture management in IS implemen-
tation / customization project communications. This
will facilitate the communication of all relevant infor-
mation on affected business processes and, in the long
run, will lower the likelihood of changes introduced
at later phases of the project. It is largely argued, that
changes in later stages in IS project frequently occur
because the influence of a certain business process to
related processes was not taken into account during de-
velopment.

3. Case study in retail:
Online purchase on credit

The example presented in this section describes a re-
tail case study about a new business process integration
in the existing informational infrastructure project and
the possibilities to use AS in the stage of the planning of
changes in the customer system.

The primary activity of Household Appliances Com-
pany Ltd. is online sales of domestic appliances to retail
customers. The company took the decision to offer cus-
tomers the option of making orders on the online store
and purchasing on credit. Formerly, purchases on credit
were only available at distribution centers. By offering
new services, the company intended to boost sales. Ad-
ditionally, credit insitutions and banks (external stake-
holders) participated in the process’s execution, are mo-
tivated by the interest earned from credit sales.

Household Appliances Company Ltd. chose a con-
tractor for the changes from among external IT com-
panies with the main objective of integrating the new
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process with the existing IS. After performing an on-site
examination and gathering the new domain require-
ments, the IT specialists produced a document that
should confirm the ongoing changes.

The “Solution Design” document structure was:

1) an introduction with a description of project goals
and objectives, as well as expected outcomes;

2) adescription of requirements, both high-level orga-
nization’s principles and requirements and middle-level
requirements related to the most important functions,
systems, and reports;

3) a description of business processes (business part);

4) a description for IT specialists (functional system
requirements).

Let’s highlight the main points and analyze features.
A large part of solution design is essentially a collection
of requirements and expected outcome of a project.
The expected outcomes of the project are determined
based on information received from the customer and
are found in “achievement of project goals”. Project
goals include an increase in the number of customers
buying goods on credit and the expected outcome from
implementation, measured by key performance indica-
tors.

The AS concept proposed earlier contains a section
that takes connections with related business processes
into account. In the given example, after an analysis

of Home Appliances Company Ltd., IT specialists re-
vealed that the implemented online credit business pro-
cess significantly overlaps the retail sales process in the
online store. Considering that the description of the old
process already exists and is used by the company when
doing business, it does not have to be included in the
AS model. Figure 2 depicts the AS business layer, which
describes only the missing elements of the new online
credit business process. The graphic model was executed
in an Archi environment. The existing retail sales pro-
cess in the online store is highlighted by the dark back-
ground.

In order to execute the new process and implement
it in existing IS design, it is necessary to re-design the
company IS, adding a new functionality and after that
to integrate it with an external credit broker system. On
Figure 3, existing systems and their functionality are
highlighted by dark background, while light grey back-
ground designates new IS elements, the developed func-
tionality and services executed with the help of the new
functionality.

Figure 4 presents the hardware and software of the cus-
tomer company, which will remain almost untouched by
the implemented process. Changes highlighted by dark
background refer to database expansion through the ad-
dition of tables containing customer data. Also the inte-
gration with an external broker system is added via the
SOAP API method for messaging exchange.

Customer

Selling and lending

A

(" Product Online Offline Delivery
SRR Sseé?slt(':%” lending lending service
: A A .
H : HE Bank
: o < C?ft]rf]irTationl? o =
2Pr0duct is ) Transfer & Purchase & rafting + | orine terms ending £ - Product is
i the lendi s - of the money to Delivery ‘
selected order data on credit gor??ralcqg confirmed : contract s be},nk delivered
Contract is Sending © .
: " not refusal request %ﬁgg;és
Offline £ Transition confirmed o the customer
purchasing to another
Courier @ Point @
of delivery
of goods

Fig. 2. Business description of the “Online purchase on credit” Architectural Solution
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Fig. 3. Informational description of the “Online purchase on credit” Architectural Solution

Conclusion

In this article, we have introduced the authors’ defi-
nition of an Architectural Solution as an architectural
model of a set domain approved by participating busi-
ness processes owners and aimed at the solution of spe-
cific business objectives. Then, we presented the AS
documentary form as a tool for approval of ongoing
changes in Enterprise Architecture design with an em-
phasis on the high- and middle-level data visualization
and the provision of information on related and affected
business processes. The “AS” tool complements exist-
ing design documentation practice in the area of IS con-
figuration through EAM approaches. Testing and ap-

plication of the proposed solution was conducted in the
implementation of a new process of “online credit” in
the existing IS design. The AS model was presented in
three sections: business, information, and technologi-
cal levels. The proposed solution may be used by con-
sulting firms adhering to agile principles during project
management in the areas of IS implementation / cus-
tomization, and as a document in the IT solution design
approval stage, minimizing the likelihood of changes in
later stages of the project.

In terms of limitations, it should be noted that the
design, planning and approval stage involves discussion
and a choice among several alternatives; however, this
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Fig. 4. Hardware and software description of the

article does not cover the issue of several solutions paral-
lel discussions and, consequently, the modelling of sev-
eral AS. This issue should be addressed in the context of
the situation, depending on the customer EA maturity
[28] and the specific project requirements. Additionally,
this article does not cover the issue of how to identify
related processes that will be affected during AS imple-
mentation in the existing IS, which may become the
subject of further study.

“Online purchase on credit” Architectural Solution
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Annoranus

B Hacrosimee Bpemsi cpenu crnenuanuctoB chepbl T BHISIBJIGHBI TPEANOYTEHUs] K HCIIOJB30BaHUIO Ha
MpaKkTHKe ceMelicTBa rMOKuX (agile) MeTomoIornii ynpasieHus npoektaMu. Kicrnoab3oBaHue JaHHBIX METOIOJOTHIA
ronpasyMeBaeT BO3MOXKHOCTb BHECEHUsI U3MEeHeHU B TpeboBaHus K U T-penreHunto Ha JT10060M 3Tare, a oauH U3
npuHuIKoB Agile Manifesto, — «[IpoctoTa», — AeKiIapupyeT UCTIOJb30BaHUE MUHMMYMa MPOEKTHOM JOKYMEHTAIIH.
Henocratok qaHHOTO IMTOIX0/a MPY BEAEHUY TAKUX PECYPCO3aTPATHBIX IPOEKTOB, KaK IMTPOEKTHI B 001aCTH HACTPOWKYI
nHdopmMarmoHHbIx cucteM (MC) 3akimoyaeTcsl B pUCKaX WCIIOJHUTENST He COOMIOCTU BPpeMEHHBIE M OIOMKETHBIC
paMKu TipoekTa. Bo3HuKaeT He0OXOAMMOCTh B CO3MAaHUM WHCTPYMEHTa, KOTOPBI OyleT comracoBaTh IUTAHBI Ha
pa3paboTKy [0 ee HEMOCPENCTBEHHON peanu3aluu TaKuM 00pa3oM, YTOObI CBECTM K MUHUMYMY BEpPOSITHOCTD
BHECEHMSI MI3MEHEHMIH Ha 6oJiee MMO3MHUX ITalax MpoeKTa.

B crathe mpencTaBieHBl pe3yabTaThl MCCIEAOBAHMSI BO3MOXHOCTA TMPUMEHEHUS XONMCTUYECKUX METONOB
BU3yaIu3aluuu U3 obaactu ynpasieHus: apxutekrypoit npennpustus (All) (Enterprise Architecture Management,
EAM) K cOnpoBOXAEHUIO MPOEKTHHIX PadOT Mo BHeApeHMIO0 U KacTtomusauuu MC, B 4aCTHOCTU, K COCTABIEHMIO
IOKYMEHTaIlMY Ha CTaJIuU TUIaHMpOBaHus U coracoBanust U T-petenuit. Llenb paboTsl — pa3zpaboTaTh UHCTPYMEHT,
KOTOpBI OyleT CrocoOCTBOBATh MOHMMAHMIO 3aKa3YMKOM TUIAHUPYEMBIX M3MEHEHMiI, U 00ECNeYuT y4yeT MX
BJIMSIHMS Ha yxe cyliecTByollyto All. B naHHol cTaTbe aHAIM3UPYIOTCS CTAaHAAPTHI K yripasieHuto U T-nmpoekramMmu
B 4aCTU PEKOMEHIALMI MO COCTABIEHUIO MPOEKTHON NTOKYMEHTALMU 3Tarna «KOHLIENTYalIbHBIA MPOEKT», a TaKXkKe
npuBoasTcs pesyiasrarbl onpocoB UT-koHcynsranToB. [Ipennoxeno ApxutekrypHoe Pemienue (AP) — noKymeHT,
3aBepILAIOLIUI CTaauIO TUIAHUPOBaHUS U coracoBanusi U T-usmeHeHunii, KOTopblil 6a3upyeTcst Ha UCTIONIb30BaHUU
MeTonoB U mogeneid uz odnactu All. JJlanHoe pemienue mnipu agile-bunocoduu BeneHuss MT-npoekToB MOXeT
SIBJISITHCS] AOCTATOUHBIM JOKYMEHTOM 3Talla COMIAaCOBaHUSI TUIAHOB Ha MPOEKT.

Kmouessle ciioBa: ApxutektypHoe Pemenue, ynpasienne UT-npoekramu, rubKre MeTOI0JIOTUM pa3paboOTKH,
KOHILIeNTyaJIbHBIN MpoeKT, U T-pelieHue, nHGopMalloHHasl CUCTEMa, apXUTEKTypa IPEeaNIpUsITUS,
SI3IK MOJEIMPOBAHUS.

IMuruposanue: Ilyin I.V., Grigoreva A.A., Zapivakhin I.M. Architectural Solution as a tool for planning and approval of

changes in projects for information systems implementation and customization // Business Informatics. 2017. No. 2 (40).

P. 68—78. DOI: 10.17323/1998-0663.2017.2.68.78.
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MpencraBnsemas ons nybnvkaumm CTarbs JOMKHA ObiTb aKTyanbHOM,
obnagaTb HOBW3HOMW, OTPaXaTb NOCTAHOBKY 334auM (Npobnembl), onuca-
HWE OCHOBHLIX PE3yNbTATOB WCCNEA0BaHUS, BbIBOALI, @ Takke COOTBET-
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puana.

Marepuanbl NpeacTaBngeTcs B ANEKTPOHHOM BUAE N0 afpecy:
bijournal@hse.ru.

TEKCT CTATbMW npeacTasnsetcs B pefakuyio B 3EKTPOHHOM BUAE (B
dopmare MS Word, sepcus 2003 unm Bbiwe).

OBbEM. OpueHTMpoBOYHbLIA 06beM CTaTbi coctasnser 20-25 Thicsy
3HaKoB (c npobenamu).

LPUST, DOPMATUPOBAHUE, HYMEPALIUS CTPAHUL,

LUPUADT — Times New Roman, kernb Habopa — 12 nyHkTOB, nony-
TOPHBIA UHTEPBAT, GOPMATUPOBAHME MO LWMPUHE. Hymepauws CTpaHuL, —
BBEPXY MO LIEHTPY, NONSi: NIEBOe — 2,5 CM, BEPXHEE, HUXHEE W NPaBoe —
no 1,5 cm.

HA3BAHUE CTATbM npuBoanTcst Ha PyCCKOM M @HIIIACKOM $13bIKax.
HasBaHue cTatbit JOMKHO OblTb MHGOPMATUBHLIM U PacKpbIBaTh COAEp-
XaHue CTaTbm.

CBEAEHUS OB ABTOPAX npuB0oasTCs Ha PYCCKOM U @HMNIACKOM
13bIKax W BKIIOYAIOT CNEAYIOLLME SNEMEHTDI:

+ d)aMVIJ'IVIﬂ, M4, 0TY4ECTBO BCEX aBTOPOB MOJIHOCTbIO
4 [I0NXHOCTb, 3BaHWe, Y4eHas CTeneHb Kaxaoro aBTopa

4 M0/IHOE HA3BaHWE OpraHW3auMn — Mecta paboTbl KaXA0ro asTopa B
VIMEHUTENIbHOM Nafexe, MOJHbIA NOYTOBLIA afpec Kaxaon OpraHu3aummn
(BK/H04AS MOYTOBLINA MHAEKC)

4 a[pec 3NEeKTPOHHOI NMOYTLI KAXIO0r0 aBTopa.

AHHOTALIMA K CTATbE npencraBnsietcs Ha pycCkOM U aHIIMIACKOM
A3blKax.

+ 06bem — 200-300 cnos.

+ AHHOTaums ponxHa ObiTb MHOPMATUBHON (HE copepxaTb OBLIMX
CNoB).

4+ AHHOTaLMS I0NXHA OTpaXaTb OCHOBHOE COAEPXaHWE CTaTbu 1 ObiTh
CTPYKTYPUPOBAHHOM (C/eA0BATh JIOTUKE ONKUCAHMS PE3yNbTaToB B CTATbe).

+ CTpyKTypa aHHOTaUMW: NpeaMeT, Lenb, METOA UIM METOA0NO0rMIo
NpOBEAEHMS UCCEN0BaHNS, Pe3ybTaThl UCCNEN0BaHMIA, 06NACTb UX NpK-
MEHEHUS], BbIBOIbI.

<+ Metop, unm MeToLOM0rMI0 NPOBEAEHUS UCCIEN0BaHMIA Lienecoobpas-
HO OMKCBIBATL B TOM CAy4ae, €CAY OHW OTAMHAIOTCS HOBU3HOI U npes-
CTaBISIOT MHTEPEC C TOYKM 3PEHIS laHHOI paboThl. B aHHOTaumsX cTaTei,
OMMCLIBAIOLLMX IKCTIEPUMEHTANbHBIE PAOOTHI, YKa3bIBAIOT MCTOYHMKM aH-
HbIX 1 XapakTep nx 06paboTku.

+ PeaynbTarthl paboThbl ONUCHIBAIOT NPEAESbHO TOYHO U MHGOPMATUBHO.
MpUBOASTCS OCHOBHLIE TEOPETUYECKME U IKCTIEPUMEHTANbHBIE Pe3yfb-
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HOCTU. Mpy 3TOM OTHAETCS MPEANOYTEHWE HOBLIM PE3yNbTataM M JaH-

HbIM [IONIFOCPOYHOIO 3HAYEHMS, BAXHBIM OTKPBITUAM, BLIBOLAM, KOTOPLIE
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MHEHMIO aBTOpPA, UMEET NPaKTMYECKOe 3HaYeHue.

+ BbiBOabI MOryT COMNpPOBOXAATbCA pPeKoOMeHAauMsaMU, OLEHKaMW,
npeaoXxeHnamu, runotesamn, OnMcaHHbIMKN B CTaTbe.

+ CBeneHus, coaepxalumecs B Ha3BaHUM CTaTbu, HE LOMKHbI MOBTO-
pATLCS B TeKCTe aHHoTauuu. Cneayet u3beratb IMLWHKUX BBOAHBIX dpa3
(Hanpumep, «aBTOP CTaTbil PACCMATPUBAET...»).

+ VcTopurdeckue CripaBKkm, ECIY OHU HE COCTABNISIOT OCHOBHOE COLIEp-
XaHue [OKYMEHTa, OnucaHue paHee onybaukoBaHHbIX paboT 1 0bLLen3-
BECTHbIE MOSIOXEHUS, B AHHOTALMM HE MPUBOASTCS.

+ B TekcTe aHHOTaumM cneayet ynoTpebnisiTb CUHTAKCUYECKME KOH-
CTPYKLM, CBOWCTBEHHbIE I3bIKY HAYYHbIX W TEXHUYECKUX [IOKYMEHTOR,
136erarb COXHbIX FPAMMaTUYECKUX KOHCTPYKLIMIA.

4+ B texcTe aHHOTaLMK CneayeT NPUMEHSTb 3HAYUMBIE COBA W3 TEKCTa
CTaTbu.

KJTHOYEBDBIE CJIOBA npuB0asTCS HA PYCCKOM U @HITIMIACKOM $13bIKaX.
KonnyecTso KktoueBbIx Cnos (CnoBocoyeTaHuin) — 6-10. Kniouesble cnosa
UM CNOBOCOYETAHMS OTAENSIOTCS APYr OT Apyra TOYKOW C 3anToid.

GOPMVYJIbI. Mpu Habope dopmyn, Kak BLIKTIOYHBIX, Tak U CTPOYHBIX,
J0mxeH ObITb MCNONL30BaH peaakTop dpopmyn MS Equation. B dopmynb-
HbIX M CUMBONIMYECKMX 3aMUCSX rPEYeckme (PYCCKME) CMMBOMbI, @ Takke
maremaTnyeckme GyHKLUMM 3anmncbiBaloTC NPsSMbIMU WpKUdTamu, a nepe-
MEHHbIE apryMeHTbl GYHKUMIA B BUAE aHTWMIACKMX (natuHckux) GykB —
HaKJIOHHBIM KYPCMBOM (MPUMEP «COS a», «Sin b», «min», «max»). Hyme-
paumst popmyn — CKBO3HasA (MO XENaHUi0 aBTOPOB A0MYCKAETC ABONHAS
Hymepaums GOpMyn C ykasaHMeM CTPYKTYPHOrO HOMepa pasaena CTaTby
U, Y4epe3 TOuKY, Homepa GpOpMyb B pasaene).

PUCYHKM (rpadwmku, amarpammbl 1 T.n.) MOTYT ObiTb 0OpPMIEHBI
cpeacramu MS Word unu MS Excel. Ccbinku Ha pUCYHKM B TEKCTe 00s1-
3aTefbHbl U JOMKHBI NPEAWECTBOBATh MO3ULMM PA3MELLEHUS PUCYHKA.
[lonyckaetcs Mcnosb3oBaHKe rpadmyeckoro BEKTOPHOro daina B popmare
wmf/emf unm cdr v.10. QoTorpadmuyeckne Matepuansi NpesoCTaBnsIoTCS
B ¢opmare TIF unm JPEG, ¢ pa3pelueHnem usobpaxenus He MeHee 300
TOYEK Ha JtoiiM. Hymepaums pUcyHKOB — CKBO3HaS.

TABJIULbI odopmnsiotcs cpencteamu MS Word wim MS  Excel.
Hymepauws Tabauw, — ckBo3Has.

CMUCOK NIUTEPATYPbI coctasnsieTcs B COOTBETCTBUN C TpeboBa-
Husmm FOCT 7.0.5-2008. Bubnuorpadmyeckas cebinka (npumeps 0bopM-
JIeHns pasMelleHbl Ha cailte XypHana http://bi.hse.ru/). Hymepauus
6ubnmorpadryeckux UCTOYHUKOB — B NOPSAKE LMTMPOBaHUS. CCbinki Ha
MHOCTPaHHYIO UTEPATYpy — Ha i3blke OpUrMHana 6e3 CoKpaLLeHuiA.

CNMUCOK JNIUTEPATYPbl 019 AHI0S3bIMHOIO BJIOKA
odopmnsieTcs B cootBeTcTBUM C TpebosaHuamu SCOPUS (npumepsi
odpopmieHns pasMeLLieHbl Ha canTe xypHana http://bi.hse.ru/). Ong Tpamc-
JUTEPALMM  PYCCKOA3bIYHBIX HAUMEHOBAHUI A MOXHO BOCMOMb30BATHCS
cepaucom http://translit.ru/.

[ns pa3melLieHns NONHOTEKCTOBbLIX BEPCUIA CTaTel Ha CaiiTe XypHana
C aBTOpaMM 3aK/TH0HAETCS INLIEH3WNOHHBIN J0roBOp O Nepeaye aBTOPCKUX
npas.

Mnara ¢ aBTOpOB 32 Ny6NMKaLMIO PYKONUCElA HE B3MMAETCS.
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